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Abstract— Rayban | Meta is the second generation of smart 
glasses developed by Meta and Luxottica. They are one of the 
first mass-market all-in-one consumer devices allowing users to 
record and reproduce sounds binaurally. Traditionally, 
binaural recording systems use two microphones, one in each 
hearing canal, belonging either to a person or to a dummy head. 
In both cases, the incoming sound reflects on the body, 
shoulders, and ear pinnae, thus physically encoding several 
binaural cues. 
Rayban | Meta, instead, relies on a 5-microphone array, none of 
which enter the ear canal, and therefore is devoid of the 
information encoded by the pinnae. The binaural signal is 
obtained through a beamforming algorithm, about which 
nothing has been published in the literature. 
For this reason, we evaluated the quality of the binaural signals 
through impulse response measurements. Wearing a pair of 
Rayban | Meta and a set of DPA4560 binaural microphones, we 
used the exponential sine sweep method, sampling every 10°. 
Using the Aurora plugins, we obtained values for IACC (Inter-
Aural Cross-Correlation), ITD (Interaural Time Difference), 
and ILD (Interaural Level Difference). 
As frequency response tests, especially regarding sound 
reproduction, are widely available, we focused on the binaural 
parameters only. 
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I. INTRODUCTION 

The Rayban | Meta is one of the most popular wearable 
recording devices on the market. They produce binaural audio 
using a scarcely documented microphone array. 

II. MEASUREMENT PROCEDURE 

A test subject was fitted with a DPA4560 binaural kit and 
with a pair of Meta Rayban glasses, making sure that there was 
no mechanical interference between the two devices. The 
Meta Rayban recorded a series of videos on its internal 
memory, making sure not to split measurements between 
different takes. Multiple takes were necessary, as videos have 
a maximum length of 3 minutes. Surprisingly, despite being 
recorded as videos, the audio files had a 44.1kHz sample rate. 
Even more surprisingly, according to their metadata, they 
were stored in 32-bit. For ease of processing, they were 
converted to 48kHz using the “convert sample type” function 
in Adobe Audition. 

The audio from the DPA4560 kit was recorded using an 
Android smartphone running USB Audio Tool Pro as a 48kHz 
24-bit WAV file.  

The subject sat on an office chair fitted with an angular 
measurement device, obtained by fixing a caliper to a circular 
sheet of paper, on which 10° increments had been marked. 
While the sheet of paper did flex vertically, it remained 
unperturbed horizontally. 

The vertical alignment of the subject’s head was 
confirmed visually, using an observer (the thesis supervisor) 
in a fixed position and a vertical segment of the wall as 
reference. 

 

Fig. 1. Test subject wearing both the Meta Rayban and the DPA4560 

The test signal was an Exponential Sine Sweep signal (20-
20000Hz, 25s, with 5s of silence between repetitions) played 
at 64dB(A) from a Bedrock BTB115 Advanced Talkbox, 
positioned at 1.5m of height, and 1m of horizontal distance 
from the centre of the segment connecting the ears of the test 
subject. 

   

Fig. 2. Base of the chair with angle markings. 

We obtained 36 binaural impulse responses for each 
recording system. These were convolved with the appropriate 
inverse sweep processed with the Acoustical Parameters 



   

 

   

 

plugin from the Aurora suite. Of particular interest were the 
binaural parameters: IACC, ITD, and ILD. 

 

III. ANALYSIS OF THE RESULTS 

The main difficulty of this study was the attempt to 
evaluate the differences between the two systems without 
resorting to user testing, which is the most common method in 
the literature [1]. The chosen parameters are closely related to 
externalisation and localisation; they rely on the same 
mechanisms employed by the brain, but they are still not direct 
measurements of human sensations. We compared proxies for 
the qualia, not the qualia themselves. 

A. IACC 

In the following figure, we can observe the polar plot for 
IACC values at different octaves with the two recording 
systems. We can observe that at lower frequencies, both 
systems are approximately omnidirectional, while at higher 
frequencies, they start beamforming more and more. The 
DPA4560 seems to be somewhat more regular in angular 
terms, with the Rayban presenting slightly backwards-facing 
lobes. 

 
Fig. 3. IACC Frequency Variance. 

In Figures 4 and 5, we see plots with IACC values on the 
y-axis and octaves on the x-axis. We can observe that in both 
cases the values tend to 1 under 250Hz, and they rapidly 
diverge at increasing frequencies. We also plotted the variance 
of the two systems. 

 
  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4. IACCe DPA4560 polar pattern. 

 

         
Fig. 5. IACCe Meta Rayban polar patterns. 
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Fig. 6. IACCe DPA4560 in the frequency domain. 

 

 
Fig. 7. IACCe Meta Rayban in the frequency domain. 

B. ITD 

In the figures below, we see a comparison between 
the𝜏𝐼𝐴𝐶𝐶  Values of the two systems. This is fundamentally the 
same thing as ITD, but for a clear illustration of the definition 
of𝜏𝐼𝐴𝐶𝐶 , see Figure 5 from [2].  Both systems follow the 
expected sinusoidal profile. 

Just like for IACC, ITD presents significant variance on a 
frequency basis, but very little coherent information can be 
gleaned by analysing variance on an angular basis. 

 

 
Fig. 8. ITD Variance in the frequency domain. 

 
Fig. 9. ITD comparison by angle. 

     
Fig. 10. ITD values: Tau (ms) DPA4560. 
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Fig. 11. ITD values: Tau (ms) Meta Rayban. 

C. ILD 

This is the parameter where the difference between the two 
systems is most evident. In particular, the Rayban system 
presents a noticeable flattening of the curve between 230° and 
310°, compared to the DPA, and the geometrically expected 
sinusoid-like shape. This asymmetry in the results is a serious 
flaw, and it should be verified more thoroughly, as it could be 
the result of a measurement error, however unlikely. 

      
Fig. 12. Comparison of A-weighted ILD values, by angle of incoming sound 

The Meta Rayban has consistently lower values of ILD, at 
every angle, but especially when the sound source is 
perpendicular to the subject. 

      
Fig. 13. ILD Angular values of DPA4560. 

     
Fig. 14. ILD Angular values of Meta Rayban. 

IV. CONCLUSIONS 

Both systems can capture convincing binaural sound 
scenes, as evaluated through purely quantitative analysis.  

It is plain to see that the processed parameters have some 
amount of variance, which is quite consistent with the existing 
literature, but which could be statistically mitigated if each 
measurement were repeated several times. 

Several studies on the relationship between these 
quantitative measurements and psychoacoustic effects of 
source localization are available in the scientific literature. 
The comparatively lower ILD in the Rayban recording points 
to a slightly worse externalisation and localisation 
performance compared to the DPA. 

However, the Meta Rayban is a playback as well as a 
recording system, and it would be interesting to perform 
further experiments, comparing their performance as binaural 
reproduction devices with a pair of reference headphones. 
Plausibly, some of the localisation cues that the Rayban does 
not record could be provided by the listener’s very head, as 
they are physically present both during the recording and 
during playback. To test this, a dummy head should be used. 
The same test signal should be recorded on the dummy head, 
on the Meta Rayban positioned on the dummy head, and on 
the Rayban positioned on the subject’s head. It should also be 
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recorded on the DPA microphones, positioned both on the 
human subject and on the dummy head. In this way, a full 
separation will be achieved between the effects of the 
recording system and the effects of the HRTF. 

Most importantly, further work is needed to validate the 
results by testing on actual human subjects. In particular, it 
would be important to evaluate the localization and 
externalization effects achieved by the two systems, using the 
techniques described in [3]. 
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