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Full-Digital Microphone Meta-Arrays for Consumer 
Electronics 

D. Pinardi, A. Toscani, M. Binelli, L. Saccenti, A. Farina, L. Cattani

Abstract—Microphone arrays of various sizes and shapes are 
widely employed in consumer electronics devices such as smart 
speakers, speakerphones, smart TVs, smartphones, PCs, and 
headphones. Therefore, the possibility of creating arrays of arrays 
(i.e., meta-arrays), by easily connecting several smaller units, is 
particularly interesting: it allows for different shapes, with an 
increased number of microphones and improved performance, 
while keeping costs low. In this paper, full-digital microphone 
meta-arrays are presented: they are constituted by an 
arrangement of several triangular units, each featuring four 
digital Micro Electro-Mechanical Systems (MEMS) capsules 
connected in daisy-chain through the Automotive Audio Bus 
(A2B). Two prototypes have been built: a planar meta-array made 
of seven triangles (28 capsules) and a 3-dimensional meta-array 
with 14 triangles (56 capsules). Numerical simulations were 
carried out and compared against experimental measurements 
performed on the prototypes, showing an excellent matching. 
Finally, the 3-dimensional meta-array was compared with a 
spherical microphone array widely considered the state-of-the-art 
equipment in the last decade, demonstrating its potential in 
telecommunication applications. 

Index Terms—Ambisonics, Automotive Audio Bus (A2B), 
beamforming, consumer products, digital MEMS microphones, 
meta-arrays, microphone arrays, planar arrays, spatial audio, 3D 
Virtual Microphone System. 

I. INTRODUCTION
icrophone arrays are employed in consumer 
electronic devices for several applications, such as 
teleconferencing, speakerphone units, home 

assistants, PCs, smartphones, and smart TVs. Their use, 
combined with advanced processing algorithms, allows 
isolating a specific source (such as a person’s voice) or 
purposefully filter out undesired sounds (such as background 
noise during videoconference meetings). Indeed, they are used 
for dereverberation or echo reduction [1]–[4] and speech 
recognition [5]. Other applications include Active Noise 
Control (ANC) [6], [7], multi-channel audio recording [8], 
beamforming [9]–[11], acoustics simulations [12], and 
structural health monitoring [13]. Arrays of microphones also 
allow determining the Direction of Arrival (DoA) of sound 
[14], [15]. When designing such multichannel systems, the type 
of capsules and data transmission architecture are critical 
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aspects to consider, as the gain and phase matching of the 
capsules have a significant influence on the audio quality. The 
geometry of the array, the number of capsules and their layout, 
instead, mostly affect the spatial accuracy and the working 
frequency range of beamforming. As a result, we see a steadily 
growing demand for systems capable of supporting more and 
more channels. Examples of massive multichannel microphone 
arrays can be found in [16]–[18]. 

Regarding the choice of the capsule type, most of today’s 
solutions employ analog microphones, which can deliver high-
quality audio signals. On the other hand, they entail bulky 
wiring and noise immunity problems, particularly in case of 
long wires connecting the capsules with the Analog-to-Digital 
(A/D) converters. In addition, analog capsules, pre-amplifiers, 
and A/D converters contribute to increase the cost of the system 
and design complexity. Conversely, low-cost digital MEMS 
microphones are more robust to electrical noise, usually at the 
price of worse acoustic performances (dynamic range and 
Signal-to-Noise Ratio). Another important aspect to consider 
during the development of microphones arrays is the geometry 
and the disposition of capsules. In literature this topic is widely 
debated: the array’s performance, the spatial sampling and the 
robustness of the processing method is significantly impacted 
by the position of the capsules [19]–[23]. Furthermore, it is of 
great importance the prior study related to MEMS arrays based 
on the fundamental equations for semiconductors, such as the 
conservation of mass, momentum, and energy, and Maxwell’s 
equations [24], [25]. 

In this work, the use of triangular array modules to develop 
full-digital meta-arrays, obtained by connecting several 
triangular microphone arrays, is investigated and descripted, 
concluding the work presented in [26]. In this previous work, 
Pinardi et al. presented a full-digital microphone array 
composed of MEMS microphones connected through A2B. The 
A2B bus was developed as a high bandwidth, bidirectional 
digital bus to address issues with audio distribution in 
automotive applications [27]. The authors also studied the 
positioning of MEMS capsules to identify the optimal layout in 
terms of beamforming directivity. Each array has four MEMS 
microphone capsules arranged in a pseudo-triangular form, and 
it constitutes a subordinate node in a multiple A2B network. 

A planar array with seven triangular units and 28 capsules 
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has been simulated, prototype, and measured, showing 
excellent agreement between numerical and experimental 
solutions. Two 3-dimensional meta-arrays have been simulated 
for assessing the optimal geometry: a regular dodecahedron 
with 12 triangular units and 48 capsules, and a truncated 
octahedron with 14 triangular units and 56 capsules, which 
ultimately demonstrated better performance. A prototype was 
built, measured, and compared with the Eigenmike-32 [28], a 
spherical microphone array featuring 32 capsules, and 
considered the reference system of the last decade for voice and 
music recordings. Virtual microphones were encoded, 
employing a Finite Impulse Response (FIR) filter matrix, for 
combining the signals coming from the microphone capsules, 
to obtain arbitrary directivity beams. Two different sets of 
virtual microphones were used in this work: 3D Virtual 
Microphone System (3DVMS) [29] and Ambisonics [30], 
allowing comparisons to be made between numerical 
simulations and experimental measurements. 

The paper is arranged as follow: Section II provides the 
mathematical background of beamforming; Section III 
illustrates the methods employed for numerical and 
experimental approaches while in Section IV the principles of 
A2B bus and multiple A2B network architecture are described. 
Section V presents the practical aspects of 1simulation, 
construction, and measurement of meta-arrays. Section VI, 
eventually, summarizes the conclusions. 

II. SIGNAL PROCESSING BACKGROUND

The conversion of the pressure signals at capsules locations 
into virtual microphones having arbitrary directivity is 
performed with a linear processing based on a matrix of FIR 
filters computed with the regularized Kirkeby inversion [31] 
algorithm: 

𝑯𝑯𝑚𝑚,𝑣𝑣,𝑘𝑘 = �𝑪𝑪𝑚𝑚,𝑑𝑑,𝑘𝑘
∗ ⋅ 𝑪𝑪𝑚𝑚,𝑑𝑑,𝑘𝑘 + 𝛽𝛽𝑘𝑘 ⋅ 𝑰𝑰𝑚𝑚,𝑚𝑚�

−1 ⋅ �𝑪𝑪𝑚𝑚,𝑑𝑑,𝑘𝑘
∗ ⋅ 𝑨𝑨𝑑𝑑,𝑣𝑣 ⋅

𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗� (1) 

where m = [1,…,M] is the capsule index, v = [1,…,V] is the 
virtual microphone index, k is the frequency index, d = [1,…,D] 
is the index of the DoA of the sound wave; the matrix C is the 
complex array response, the matrix A defines the frequency 
independent amplitude of the target directivity patterns, e-jπk 
introduces a latency that ensures filters causality, the dot (·) is 
the scalar product, I is the identity matrix, []* denotes the 
conjugate transposition, []-1 denotes the pseudo-inversion, β is 
a frequency-dependent regularization parameter [32]. 

The set of DoA employed for simulating and measuring the 
array responses is a spherical t-design geometry [33], which 
ensures a uniform sampling of the sphere [34]. A spherical 
design of order t = 21, consisting in a total of D = 240 directions, 
was used.  

As stated in the introduction, two different sets of virtual 
microphones were used in this work: 3DVMS and Ambisonics. 
In the first case, the target function is a set of unidirectional 
virtual microphones having fourth order cardioid directivity 
without any side or rear lobes, defined as follow: 

 𝑨𝑨𝑣𝑣,𝑑𝑑(𝜗𝜗,𝜑𝜑) = [0.5 + 0.5 ⋅ cos( 𝜗𝜗) ⋅ cos( 𝜑𝜑)]4 (2) 

where 𝜗𝜗 is the azimuth, in the range [−𝜋𝜋;𝜋𝜋] and 𝜑𝜑 is the 
elevation, in the range [−𝜋𝜋/2;𝜋𝜋/2]. For this work, the 3DVMS 
target function was defined as a set of three virtual microphones 
aiming at directions: (𝜗𝜗 = 0°;  𝜑𝜑 = 45°); (𝜗𝜗 = 120°;  𝜑𝜑 =
45°); (𝜗𝜗 = −120°;  𝜑𝜑 = 45°). A polar pattern of a fourth order 
cardioid can be seen in Fig. 1 (left) and a 3-dimensional plot of 
the 3DVMS virtual microphones can be seen in Fig. 1 (right). 

Fig. 1. Horizontal polar pattern of a fourth order cardioid (left). 
3-dimensional plot of the 3DVMS virtual microphones aiming
at directions (𝜗𝜗 = 0°;  𝜑𝜑 = 45°); (𝜗𝜗 = 120°;  𝜑𝜑 = 45°); (𝜗𝜗 =
−120°;  𝜑𝜑 = 45°) (right).

In case of Ambisonics, the directivity of the virtual
microphones is defined by more complex mathematical 
functions named Spherical Harmonics (SH) [35], [36]. SH are 
organized in orders, and the relation between the Ambisonics 
order o and the number n of SHs is: 

𝑛𝑛 = (1 + 𝑜𝑜)2 (3) 

 An explicit formulation of the SH equations up to order 7 
can be found in [37], for both spherical and Cartesian 
coordinates, while in Fig. 2 the first n = 25 SHs up to order o = 
4 can be seen. 

Fig. 2. Ideal three-dimensional directivity of the first n = 25 
Spherical Harmonics, up to o = 4. 

In principle, each virtual microphone is obtained by 
multiplying, in the frequency domain, the response of the array 
Cm,d,k with the beamforming filter Hm,v,k, as follow: 

𝑽𝑽𝑑𝑑,𝑘𝑘 = 𝑪𝑪𝑚𝑚,𝑑𝑑,𝑘𝑘 ⋅ 𝑯𝑯𝑚𝑚,𝑣𝑣,𝑘𝑘 (4) 
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In case of ideal synthesis of the beamforming filters H, there 
is a perfect match between the obtained directivity V and the 
target function A, resulting in V = A at all frequencies and 
directions. The effective directivity obtained with the 
beamforming can be evaluated by employing several metrics as 
a function of frequency: directivity factor Q and half-power 
beamwidth BW with 3DVMS format and Spatial Correlation 
(SC) and Level Difference (LD) with Ambisonics format. The 
mathematical definitions of these parameters can be found in 
[38], [39]. Regarding Q factor, the higher its value, the higher 
the virtual microphone directivity. The parameter BW denotes 
the beam opening angle between the central axis and the 
direction at -3 dB, therefore lower is better. 

SC denotes the similarity between the directivity of each SH 
and the corresponding ideal one, disregarding the level 
matching. It varies in the range [0; 1], and it is equal to 1 in the 
ideal case. LD denotes the difference in dB between the 
obtained SH function and the ideal one. It has values in the 
range (−∞; 0], and it assumes a value of 0 dB in case of perfect 
level matching. By imposing a minimum acceptability 
threshold to SC and LD parameters, it is possible to define a 
frequency range of validity for each Ambisonics order. SC 
usually defines the maximum frequency, while LD the 
minimum one. The following limits will be used in this work: 

𝑆𝑆𝑆𝑆 > 0.95 (5) 
𝐿𝐿𝐿𝐿 > −1 𝑑𝑑𝑑𝑑 (6) 

III. NUMERICAL AND EXPERIMENTAL METHODS

The section describes the methods employed in this work 
for numerical simulations and experimental measurements. 
Whatever the approach, the FIR filter matrix H is obtained by 
solving (1), which always requires to know the matrix C. The 
purpose of simulations and measurements is precisely to 
provide the matrix C. 

Numerical simulations were operated with Finite Elements 
Method (FEM), in frequency domain. The stimulus is given by 
an ideal point source radiating spherical waves at 1 m distance 
(near field), for each direction d of the previously described 
spherical design grid. The solution was calculated in a spherical 
air domain having a radius of 0.15 m, while the arrays were 
modeled as rigid bodies. A 3-dimensional modelling was used, 
discretized with a tetrahedral mesh, featuring six elements per 
wavelength, as suggested in [40]. Simulations were solved with 
a frequency resolution given by: 

𝛥𝛥𝑓𝑓 = 𝑓𝑓𝑠𝑠/𝑛𝑛𝐹𝐹𝐹𝐹𝐹𝐹  (7) 

where 𝑓𝑓𝑠𝑠 = 48 𝑘𝑘𝑘𝑘𝑘𝑘 is the standard sampling frequency in 
current audio applications [41] and 𝑛𝑛𝐹𝐹𝐹𝐹𝐹𝐹 = 213 is the number 
of frequency beans chosen for the Fast Fourier Transform 
(FFT). Therefore, a frequency resolution of ∆𝑓𝑓≈ 5.86 𝐻𝐻𝐻𝐻 was 
employed. For each direction d, the complex pressure is 
evaluated at the M points corresponding to the position of the 
capsules, thus providing the matrix C required in (1). 
Simulations were solved in the frequency range 180 Hz – 
5 kHz, where the minimum frequency coincides with the 

minimum valid frequency of the measurement (see later in this 
section) and the maximum frequency is determined by a 
practical computational limit. 

Experimental measurements were carried out in the 
acoustics laboratory of the Department of Engineering and 
Architecture at the University of Parma (Parma, Italy). Each 
meta-array was measured with a two-axis turntable and a 
“coincident” active studio monitor (featuring three 
loudspeakers mounted on the same axis, which is the main 
sound propagation direction) positioned on-axis at 1 m, thus 
maintaining the same condition of numerical simulations. The 
schematic of the experimental setup is shown in Fig. 3. More 
details about the measurement method can be found in [42]. 

Fig. 3. Experimental measurement setup. 

The turntable is controlled by the PC via ethernet link. After 
each measurement, the PC sends to the turntable the new 
measurement direction, and the two motors of the turntable 
rotate the device under test (DUT) consequently. The same 
directions employed for simulations were used. An A2B 
interface board (see Section IV) connected to the PC via USB 
was employed for recording the M pressure signals from the 
DUT while delivering the test signal to the studio monitor 
through S/PDIF. Hence, the measurement system is full-digital, 
with synchronized input-output. The test signal was an 
Exponential Sine Sweep (ESS) [43],  pre-equalized for 
flattening the spectrum of the sound source in the range 50 Hz 
– 18 kHz within ±0.5 dB. Linear Impulse Responses (IRs) were
calculated by convolving the recorded signals with the inverse
filter associated to the test signal, namely the inverse sweep
[43]. The virtual anechoic room technique [44] was adopted to
exclude the environment reverberation; therefore, the linear
part of the IRs was cut before the first reflection, thus limiting
the lower frequency to 180 𝐻𝐻𝐻𝐻, as:

𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑓𝑓𝑠𝑠/𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (8) 

where 𝑓𝑓𝑠𝑠 = 48 𝑘𝑘𝑘𝑘𝑘𝑘 is the sampling frequency and N = 260 is 
the number of samples between the peak of the IR and the first 
reflection. Eventually, the C matrix is obtained by applying the 
FFT to the trimmed IRs. 

IV. MULTIPLE A2B NETWORKS ARCHITECTURE

An A2B network is composed by a main node and up to 10 
subordinate nodes connected in a daisy-chain topology. The 
maximum cable length between the main node and the last 

A2B main 
node

Interface
board

2

TDM

Triangular 
mic. array 

(DUT)
USB 

PC

ETH

S/PDIF
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subordinate node is 40 m, whilst the maximum distance 
between two adjacent nodes is limited to 15 m. All nodes are 
connected using an Unshielded Twisted Pair (UTP) cable, and 
subordinate nodes can be power supplied through the same 
cable (up to 2.7 W), keeping the wiring as simple as possible. 
Access to the bus and data flow are managed by dedicated 
transceivers, removing the need of additional devices that 
would increase the system cost and design complexity. 

A single network has a total bandwidth of 50 Mbit/s, which 
allows transporting up to 32 audio channels with a sample rate 
of 44.1 kHz or 48 kHz and sample width of 16 bits, 24 bits, or 
32 bits, using a TDM format. In addition to audio channels, 
Inter Integrated Circuit (I2C) commands and General Purpose 
Input/Output (GPIO) signals can be transmitted to other nodes 
for diagnostic or other purpose. More details about A2B bus can 
be found in [45].  

A multi A2B network can be generated by connecting to four 
A2B buses, in which all signals are synchronized. The 
architecture of the proposed system (Fig. 4) is composed by an 
interface board and two A2B buses. The interface board 
includes two main nodes, one for each bus, and a host block. 
The host block provides the same clock signal to both main 
nodes, which distribute it to the entire network, thus 
synchronizing all the subordinate nodes. The layout of the latter 
is the same as in [26]. The host block also converts TDM signals 
from A2B transceivers into AES67 and MADI protocols [46], 
commonly used for digital audio distribution, without the need 
of additional devices that would increase the system cost and 
design complexity. Only a simple 8-bit Reduced Instruction Set 
Computer (RISC) microcontroller is required on the host block 
to configure the network at start-up. 

Due to bandwidth limitation, a single A2B network is 
limited to 28 input channels. Since each triangular module is 
equipped with four MEMS microphones, a single main node 
drives up to seven subordinate nodes, as in the planar meta-
array configuration. The entire network is instead limited to 14 
modules (56 channels), as in the truncated octahedron meta-
array configuration. 

Fig. 4. Architecture of the proposed system. 

V. PRACTICAL REALIZATION OF META-ARRAYS

In this section, the practical aspects related to the design, 
simulation, construction, and measurement of meta-arrays are 
discussed. The constitutive unit of the meta-arrays is, by 
definition, an array itself. The unit employed in this work has a 
triangular geometry and four capsules, one located in the center 
and three at the vertexes of a triangle. A top view of the drawing 
(left) and a picture of the triangular unit (right) can be seen in 
Fig. 5, while the main dimensions are summarized in Table I. 

According to [47], the maximum beamforming frequency is 
physically constrained by the ratio between the distances of the 
capsules and the wavelength, as: 

𝑑𝑑 = 1
4
∙ 𝑐𝑐
𝑓𝑓

(9) 

where c = 343 m/s is the speed of sound, f is frequency, and d 
is the minimum distance among the capsules. The triangular 
array was designed to fit voice applications, such as 
teleconferencing, speech recognition, speakerphone, or ANC 
systems, which works typically in the frequency range 300 Hz 
– 3.4 kHz, as referenced in [48], [49]. The resulting minimum
distance for f = 3400 Hz is about 25 mm. More about the sizing
of the triangular unit can be found in [26].

Fig. 5. Triangular unit drawing (left) and prototype of triangular 
unit (right). 

TABLE I 
MAIN DIMENSIONS OF THE TRIANGULAR ARRAY UNIT 

d 
r 

D1 
H 
W 

25.0 mm 
37.5 mm 
46.0 mm 
62.5 mm 
68.3 mm 

A block diagram of the triangular array is shown in  Fig. 6. 
One can note each unit can be connected in daisy chain with an 
unshielded twisted pair exploiting the A2B bus, to form a larger 
A2B network by positioning many array boards side-by-side, in 
two or three dimensions. 

Fig. 6. Block diagram of the triangular microphone array unit. 

The digital MEMS capsule is characterized by an Acoustic 
Overload Point (AOP) of 130 dB (SPL), SNR of 69 dB(A), 
dynamic range of 105 dB and an operating voltage range 1.62 
– 3.6 V. The free field normalized frequency response is shown
in Fig. 7. Electrical parameters and acoustic performance are
provided by the manufacturer in [50].

A2B 
Transceiver

MIC 1
MIC 2
MIC 3
MIC 4

Towards 
main node

Towards 
sub. node
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Fig. 7. Free field frequency response of the MEMS capsule, 
normalized to 1 kHz sensitivity. 

At first, a planar meta-array featuring seven triangular 
arrays and M = 28 capsules was designed. A top view of the 
drawing is shown in Fig. 8 (left), Table I summarizes the main 
dimensions (right). The triangular unit was designed so that the 
minimum distance between the capsules of two contiguous 
triangular units is the same distance between the capsules in a 
unit (i.e., d = 25.0 mm). It can be seen the maximum distance 
between the capsules increased from D1 = 46.0 mm for the 
single triangular array to D2 = 175.0 mm for the meta-array. 

TABLE I 
MAIN DIMENSIONS OF PLANAR 

META-ARRAY 
d 25.0 mm 

D1 46.0 mm 
D2 175.0 mm 
R 112.5 mm 

 

Fig. 8. Top view of the planar meta-array drawing (left). Main 
dimensions of the planar meta-array (right). 

The prototype was built by mounting the triangular units 
over a circular wooden baffle (Fig. 9 left) having a radius of 150 
mm. The numerical FEM model was provided with the rigid
baffle too (Fig. 9 right).

Fig. 9. A prototype of the planar meta-array with 7 triangular 
arrays and M = 28 capsules (left). FEM model of the planar 
meta-array (right). 

A planar array is not optimal for encoding Ambisonics since 
all capsules lay on the horizontal plane, thus the spatial 
information on the vertical direction is limited. Therefore, 

3DVMS virtual microphones were used. In Fig. 10 and Fig. 11, 
the parameters Q and BW are shown, respectively. The charts 
are within the minimum valid frequency given by the 
measurement, that is 180 Hz, and the maximum frequency of 
the simulation, that is 5 kHz. One can note an excellent 
agreement between numerical simulation and experimental 
measurement, despite the numerical simulation, which is 
perfectly ideal, shows a slightly better performance toward 
lower frequencies. In the frequency range where the metrics 
have a flat trend, above 2 kHz for the numerical simulation and 
2.5 kHz for the experimental measurement, the target function 
A is matched, with Q = 10.7 and BW = 57°. At lower 
frequencies, a progressive decrease of the directivity with 
respect to the target function is observed, down to a minimum 
of Q = 5.5; BW = 88° for the numerical simulation and Q = 5; 
BW = 93° for the experimental measurement, at 180 Hz. 

Fig. 10. Directivity factor Q for planar meta-array, numerical 
model (solid line) and experimental measurement (dash line). 
NB: higher is better. 

Fig. 11. Half-power Beam Width BW for planar meta-array, 
numerical model (solid line) and experimental measurement 
(dash line). NB: lower is better. 

Then, a 3-dimensional meta-array was designed, with the 
aim of maximizing the spatial performance, given the limit of 
14 triangular arrays that can be connected through two A2B 
networks. Two geometries were compared before building a 
prototype, to optimize the triangular arrays positioning in space: 
a regular dodecahedron [51] and a truncated octahedron [52]. 
They both show a high value of the Isoperimetric Quotient (IQ), 
a parameter for assessing the approximation of a sphere by a 
polyhedron, defined as: 

180 500 1000 5000
Frequency [Hz]

4
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12

Q

Directivity factor Q - Planar Meta-Array, M = 28

Numerical simulation
Experimental measurement

180 500 1000 5000
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60

80

100
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Half-power Beam Width BW - Planar Meta-Array, M = 28
Numerical simulation
Experimental measurement
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𝐼𝐼𝐼𝐼 = 36𝜋𝜋 �𝑉𝑉
2

𝑆𝑆3
�        (10) 

where V is the volume and S is the surface of the polyhedron. 
By definition the sphere has an IQ = 1, and this is the maximum 
possible value of the parameter [53]. The values of IQ for the 
regular dodecahedron and the truncated octahedron are as 
follows: 

𝐼𝐼𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟.𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 0.7547        (11) 
𝐼𝐼𝑄𝑄𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡.𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 0.7770        (12) 

The dodecahedron is made of 12 faces, and it is widely 
employed for both acoustic measurements [54] and microphone 
arrays [55]. The truncated octahedron is formed by 14 faces 
instead of 12, hence it allows for M = 56 in place of M = 48. 
Minimum and maximum distances between the capsules for the 
two meta-arrays are shown in Table II. 

TABLE II 
MIN. AND MAX. DISTANCES BETWEEN MICROPHONE CAPSULES 

Array type Minimum Distance Maximum distance 

Regular dodecahedron 25.0 mm 142.6 mm 
Truncated octahedron 25.0 mm 146.0 mm 

Being the arrays 3-dimensional, Ambisonics format was 
used as target function. It was encoded up to order o = 5, thus 
resulting in n = 36 spherical harmonics, as given by (3). The 
charts of SC and LD are shown in Fig. 12 and Fig. 13 for the 
two geometries, within the frequency range 180 Hz – 5 kHz.  

Fig. 12. SC for the regular dodecahedron meta-array (above) 
and for the truncated octahedron meta-array (below). NB: 
closer to 1 is better. 

Fig. 13. LD for the regular dodecahedron meta-array (above) 
and for the truncated octahedron meta-array (below). NB: 
closer to 0 dB is better. 

By applying the thresholds (5) and (6), the minimum and 
maximum frequencies for each Ambisonics order were defined 
(Table III). It can be seen the truncated octahedron meta-array 
has better performance: the frequency ranges are wider for all 
orders. Therefore, this geometry was chosen to build a 
prototype (Fig. 14). 

TABLE III 
MIN. AND MAX. FREQUENCIES FOR AMBISONICS ORDERS O = 1 ÷ 5 

O 

Regular 
Dodecahedron 

M = 48 
Numerical model 

Truncated-
Octahedron 

M = 56 
Numerical model 

Regular 
Dodecahedron 

M = 48 
Numerical model 

Truncated-
Octahedron 

M = 56 
Numerical model 

Minimum frequency Maximum frequency 

1 < 180 Hz < 180 Hz 4.7 kHz 4.9 kHz 
2 < 180 Hz < 180 Hz 4.4 kHz 4.7 kHz 
3 250 Hz 200 Hz 4.1 kHz 4.5 kHz 
4 700 Hz 650 Hz 3.8 kHz 4.2 kHz 
5 1.3 kHz 1.1 kHz 3.7 kHz 4.0 kHz 
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Fig. 14. Side view of the truncated octahedron meta-array 
drawing (left). The prototype of the truncated octahedron meta-
array (right). 

The truncated octahedron meta-array was compared with 
the Eigenmike-32, a spherical microphone array of 42 mm 
radius and featuring 32 analogue capsules. Both arrays have 
been measured with the two-axis turntable (see Section III). SC 
and LD metrics are shown in Fig. 15 and Fig. 16 for the two 
arrays, within the frequency range 180 Hz – 5 kHz. By applying 
the two thresholds (5) and (6), the minimum and maximum 
frequencies for each Ambisonics order were defined (Table IV). 

Fig. 15. SC for the truncated octahedron meta-array (above) and 
for the Eigenmike-32 (below). NB: closer to 1 is better. 

Fig. 16. LD for the truncated octahedron meta-array (above) 
and for the Eigenmike-32 (below). NB: closer to 0 dB is better. 

TABLE IV 
MIN. AND MAX. FREQUENCIES FOR AMBISONICS ORDERS O = 1 ÷ 5 

O 

Truncated-
Octahedron 

M = 56 
Measurement 

Eigenmike 
M = 32 

Measurement 

Truncated-
Octahedron 

M = 56 
Measurement 

Eigenmike 
M = 32 

Measurement 

Minimum frequency Maximum frequency 

1 < 180 Hz < 180 Hz 4.8 kHz > 5 kHz
2 < 180 Hz < 180 Hz 4.6 kHz > 5 kHz
3 400 Hz 550 Hz 4.5 kHz > 5 kHz
4 850 Hz 1.3 kHz 4.2 kHz > 5 kHz
5 1.3 kHz - 4.0 kHz -

One can note the truncated octahedron performed better 
than the Eigenmike-32 at low frequencies. In addition, having 
56 capsules instead of 32, it allows encoding Ambisonics 
format up to fifth order, while the Eigenmike-32 cannot 
overcome the fourth. Hence, it provides a better spatial 
accuracy in the entire vocal band (300 Hz – 3.4 kHz), which is 
of main interest for telecommunication and ANC applications. 
It must be said the Eigenmike-32 provides beamforming up to 
5 kHz and beyond, thus significantly exceeding the limit of the 
truncated octahedron. This is due to the smaller distance 
between the capsules, which in the case of the Eigenmike-32 is 
12 mm, i.e., less than half that of the truncated octahedron. 
Therefore, it remains superior in music applications. 
Eventually, by comparing Table III and Table IV, an excellent 
agreement between numerical simulation and experimental 
measurement of the truncated octahedron is observed. 
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VI. CONCLUSION 
Full-digital, multi-network, A2B based meta-arrays of 

microphones have been proposed. A2B bus revealed optimal for 
building meta-arrays, thanks to daisy-chain connection and 
synchronized acquisition. By exploiting the presented multi-
network architecture, the 32-channel limitation of A2B bus has 
been exceeded. In addition, it allows avoiding bulky wiring 
between capsules, arrays, and acquisition boards, since it 
communicates by means of UTP cables. At the same time, it 
offers optimal characteristics for consumer electronics 
applications such as robust data transmission (up to 40 m), 
cheap cabling, and expandability. 

By connecting in daisy-chain several 4-microphones 
triangular array units, two meta-arrays have been designed, 
simulated, prototyped, and measured. A planar one, based on a 
single A2B network and featuring seven triangular units and 28 
capsules, and a 3-dimensioanl one, which makes use of two A2B 
networks and includes 14 triangular units and 56 capsules. 

The planar meta-array was analyzed with the 3DVMS 
approach: three virtual cardioid microphones of fourth order 
were synthesized. Directivity factor Q and Half-Power Beam 
Width BW parameters were employed for evaluating the spatial 
performance of the virtual microphones, showing an optimal 
agreement between numerical and experimental approach. 

The 3-dimensional meta-array was analyzed by encoding 
Ambisonics format up to order five. Spatial Correlation and 
Level Difference parameters were employed for evaluating the 
quality of the Spherical Harmonics. At first, a regular 
dodecahedron (12 triangular units, 48 capsules) and a truncated 
octahedron (14 triangular units, 56 capsules) geometries were 
compared through numerical simulations for assessing the 
optimal configuration. Since the truncated octahedron provided 
better performance, it was chosen for building a prototype. It 
was measured and compared to the numerical model, showing 
an excellent agreement between the two approaches. 

Eventually, the truncated octahedron meta-array prototype 
was compared with the Eigenmike-32, demonstrating better 
performance in the vocal band, which is of main interest for 
telecommunication and ANC applications. At the same time, 
making use of MEMS capsules instead of analog ones, it allows 
reducing considerably the cost of electronics. 
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