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Abstract—Despite the increasing demand for multichannel 
audio systems, existing solutions are still mainly analog or 
audio-over-IP based, leading to well-known limitations: bulky 
wiring, high latency (0.5–2 ms), and expensive devices for 
protocol stack management. This paper presents a cost-
effective, low latency, full-digital solution that overcomes all the 
previously mentioned problems. The proposed architecture is 
based on the new Automotive Audio Bus (A2B) protocol. It 
guarantees deterministic latency of 2 samples, 32 
downstream/upstream channels over a single Unshielded 
Twisted Pair (UTP) cable and phase-aligned signals. A single 
A2B chip is required for each node, reducing dramatically the 
system cost. The developed architecture is composed by a main 
board and an A2B network. The main board handles up to 64 
channels, and it converts standard protocols usually employed 
for audio signal delivery, such as AES10, AVB and AES67, into 
A2B streams and vice versa. The A2B network can include a 
series of devices, for instance power amplifiers, codecs, DSPs, 
and transducers. There are many application examples 
including, but not limited to, transducer arrays (e.g., 
microphone, loudspeaker, accelerometer arrays), audio 
distribution in meeting rooms, Wave Field Synthesis (WFS), 
Ambisonics immersive audio systems and Active Noise Control 
(ANC). A modular and portable WFS system was developed 
employing the above-described architecture. It is based on eight 
channels soundbars, which can be daisy-chained in 
reconfigurable geometries and featuring up to 192 channels. 

 
Keywords—A2B bus, AES10, Ambisonics, AVB, class-D 

amplifier, spatial audio, WFS 

I. INTRODUCTION 

A growing interest in 3D audio and massive multichannel 
systems is currently observed for a variety of applications, 
ranging from enhanced teleconferencing [1], virtual reality 
systems [2], or automotive industry [3], [4]. In many cases, 
spatial audio is recorded and played back with microphone 
and loudspeaker arrays [5], [6]. Efforts are being made to 
increase the number of transducers in these systems, for 
improving the spatial accuracy of microphone arrays and to 
enlarge the sweet spot of the listening rooms. This, on the 
other hand, requires an increase in the number of channels, 
which results in complex and cumbersome wiring and 
considerable electronics costs. Latest professional audio 
systems use mainly audio-over-IP (layer 3) solutions to 
transport audio signals, such as DanteTM [7], [8], Ravenna [9] 

and AES67 or possibly audio-over-ethernet protocols (e.g., 
AVB) [10], [11]. Older implementations working at lower 
level like AES10 (also known as MADI) are still common 
[12], whilst few uses analog signal distribution [13]. All these 
technologies need expensive devices, namely Field 
Programmable Gate Array (FPGA) or ARM-based 
processors, to manage the protocol stacks. In addition, audio-
over-IP or ethernet protocols introduce typically 0.5-2 ms of 
latency which is not negligible and even not acceptable in 
some applications (i.e., Active Noise Control). 

In this paper, authors propose a modular, low latency, and 
low-cost architecture for distributed multichannel systems, 
based on the recent Automotive Audio Bus (A2B) [14], [15]. 
A2B is a technology developed by Analog Devices in the last 
years, which offers features to solve the problems previously 
mentioned in multichannel audio distribution systems. It is a 
digital bus capable of transporting up to 32 audio channels in 
each direction, and command data over distance (up to 40 m) 
on a single Unshielded Twisted Pair (UTP) cable. The overall 
cost of the system is reduced thanks to dedicated low-cost 
transceivers that manage the bus and low-cost cables. 
Nevertheless, the total latency is deterministic and fixed to 2 
samples (e.g., less than 50 µs at 48 kHz). 

In the proposed architecture, A2B is employed to 
exchange data with the front-end devices, whilst other audio 
protocols are used to communicate with the central unit, since 
a single A2B network is limited to 40 m of cable length. In 
addition, several A2B networks are employed together to 
exceed the limit of 32 channels. For these purposes, a custom 
board called A2B-DSP is employed to convert multiple A2B 
streams into the most common audio protocols [16]. Besides 
multichannel audio distribution systems, such architecture 
can bring advantages also in industrial or civil monitoring 
systems (i.e., vibration analysis). In fact, it is suited to 
synchronously acquire sensor networks, reducing the number 
of analog-to-digital conversions and keeping low the system 
cost. 

The paper is organized as follow. Section II provides a 
brief technical description of the A2B protocol. In section III 
the proposed architecture and the custom board A2B-DSP are 
explained. Finally, in the last section of the paper, a 
full-digital Wave Field Synthesis (WFS) system [17] is 
presented as a case application of the developed technology. 
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It features three A2B-DSP boards for delivering up to 192 
channels through six A2B networks and 24 soundbars of 8 
channels each. Thus, each A2B network comprises four 
soundbars, which are provided with an integrated 8-ch A2B 
digital amplifier specifically designed and built. 

II. A2B BUS 

A2B is a technology developed by Analog Devices in the 
last years to satisfy the new requirements of the automotive 
field. It is a digital audio bus, which can transport multi-
channel audio as well as control data and power (up to 2.7 W) 
over a single UTP cable [18]. A2B is based on a daisy-chain 
topology consisting of a single master and up to 10 slave 
nodes. The maximum bandwidth of the bus is 50 Mbit/s, 
allowing to transport up to 32 channels. The supported sample 
rates are 44.1 kHz and 48 kHz, and the channel widths are 12, 
16, 24 and 32 bits. The maximum length of the cabling is 
40 m, with up to 15 m between two consecutive nodes. The 
access to the bus is made possible by an A2B transceiver 
(AD242x chip family). 

An A2B network can be seen in Fig. 1. The red box 
represents the master board, which comprises an audio host, a 
target processor and an A2B transceiver. Audio host and target 
processor can be the same device. The audio host manages 
audio data flow and communicates with the A2B transceiver 
through Inter–Integrated Circuit Sound (I2S) or Time Division 
Multiplexing (TDM). The target processor is typically a 
microcontroller, and it is needed to configure the network at 
the start-up of the system. The A2B transceiver, once 
configured by the target processor, manages the 
communication over the bus and passes audio data and 
Inter-Integrated Circuit (I2C) commands between the bus and 
the audio host and target processor. Blue boxes in Fig. 1 
represent slave boards. They can be equipped with several 
devices depending on the application, but they must have an 
A2B transceiver, which receives data on the bus from the 
previous node and it transmits them to the next node. A slave 
transceiver offers an additional Pulse Density Modulation 
(PDM) interface to communicate, for example, with Micro 
Electro-Mechanical System (MEMS) transducers, such as 
microphones and accelerometers. 

 

 
Fig. 1. Architecture of an A2B network composed by a master node and 
up to ten slave nodes. 

A2B network configuration is the only task that is not 
managed by the transceiver. The configuration process is 
carried out by the target processor and consists of two phases: 
discovery and initialization. During the discovery, the target 
processor searches for new nodes on the bus and initializes 
them. The main parameters of the transceiver to be configured 
are I/O ports configuration, I2S/TDM or PDM format settings 
and channel slots to add or use. The target processor not only 
configures the A2B slave transceiver, but it can also initialize 
its peripherals. Once this first task is finished, audio data flow 
starts, and the target processor is not required anymore except 
for optional diagnostic. Usually, in the automotive 
applications for which the A2B technology has been 
developed, the network is permanent: once the system is 
installed, the number of nodes, their order, the number of 
channels, and the routing do not change. In these cases, the 
target processor knows from the start the characteristics of the 
network and successfully configure it at the power on. This 
feature is not particularly suited for non-automotive 
applications, such as professional or consumer audio 
distribution systems, where the topology of the network, the 
number of devices, or the channel routing may change 
frequently depending on the context. In addition, users may 
need to add or remove devices or even change the channel 
routing whilst the network is working. Since standard A2B 
does not allow reconfiguring the network dynamically, the 
authors have developed application-level solutions to make 
A2B a plug-and-play protocol. These features will be 
formalized in a future work. 

During the normal operation, the audio host feeds the A2B 
master transceiver with the frame synch clock, whose 
frequency is equal to the sampling frequency, to synchronize 
all the nodes. Communication over the bus consists of a 
downstream phase and an upstream phase. The downstream is 
the communication flow from the master toward the last slave 
node, whilst the upstream starts from the last slave and ends 
to the master node. The duration of these two phases is one 
sample time. This feature guarantees a completely 
deterministic latency of 2 samples (less than 50µs at 48 kHz), 
independent from the position of the node in the bus. 

Data transmission over the A2B bus happens by means of 
a packet called superframe (Fig. 2). The superframe is 
composed by one header and one payload for each of the two 
phases (downstream and upstream). The header consists of a 
preamble used for the node’s Phase-Locked Loop (PLL) 
synchronization and I2C commands. The downstream and 
upstream headers are called Synch Control Frame (SCF) and 
Synch Response Frame (SRF), respectively. Each header is 
followed by a payload containing one audio sample for each 
channel. When an A2B transceiver receives the superframe, it 
can consume audio slots or add data for the next nodes 
(downstream) or for the previous nodes (upstream). 

 

 
Fig. 2. Structure of the A2B superframe. 

If the required number of channels is greater than 32, up 
to four A2B networks can be combined to increase the system 
capabilities up to 128 channels, exploiting the availability of 
four I2C addresses in the A2B master transceiver. Since the 
devices of a single network are synchronized by the clock fed 
to the master node, no synchronization issues arise if the same 
clock is fed to all the A2B networks. It shall be pointed out that 
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the A2B transceivers are not able to route audio samples 
between two different networks. Thus, this connection must 
be implemented at audio host level. 

III. SYSTEM ARCHITECTURE 

The proposed system architecture is a cost-effective, low 
latency, full-digital solution designed to improve today’s 
multi-channel distribution systems. Fig. 3 shows the block 
diagram of the system architecture, which is composed by 
three main parts: a commercial audio system (i.e., a PC, a 
mixer, or an audio interface), a conversion and processing 
board, namely A2B-DSP in Fig. 3, and several A2B networks. 

 

 
Fig. 3. Block diagram of the proposed system architecture. 

The key part of the whole architecture is the A2B-DSP 
board. The principal task of the A2B-DSP board is the format 
conversion between A2B and the most used audio protocols, 
which should be chosen depending on the existing audio 
system and the number of channels required. The board is 
equipped with the main multichannel audio interface 
standards (see Fig. 4 and Fig. 5): a gigabit ethernet interface, 
employed as an AVB endpoint and for control and DSPs 
programming, an USB 2.0 providing an UAC2 compliant 
interface, a coaxial BNC and optical transceivers to 
implement an AES10 connection. In addition, an expansion 
connector allows to attach a commercial or custom 
daughterboard to interface with other common audio format 
like AES67 or DanteTM. Other auxiliary interfaces are present 
on the board to maximize the system interoperability and to 
provide additional utilities to the user: one AES3/SPDIF input 
and one output, a microphone input, a line input and output 
and a headphones output. 

On the other side, the board provides the connection to 
A2B networks, which can be composed by many kinds of 
devices: digital amplifiers, transducers, processing units, 
Digital-to-Analog converters (DAC) or Analog-to-Digital 
converters (ADC). These devices communicate over the A2B 
bus through transceivers that act as slave nodes (represented 
by blocks S1 to S10 in Fig. 3). To overcome the 32 channels 
limit of the A2B bus, each A2B-DSP board offers the 
connection to two A2B networks, reaching a 64 channels 
capability in each direction. 

 

 
Fig. 4. Input/output connectivity of the A2B-DSP board, front view. 

 
Fig. 5. Input/output connectivity of A2B-DSP board, rear view. 

Another key point of the system is the modularity. In fact, 
it is possible to connect several A2B-DSP boards to the audio 
system to increase the maximum channel capability (as shown 
in Fig. 3). In addition, the presence of many audio protocols 
with different distance ranges makes the A2B-DSP board 
suitable for different applications, such as monitoring systems 
or massive multichannel audio systems. In the first case, a 
limited number of sensors are positioned at a great distance 
from each other, while in the second case a high number of 
transducers (e.g., loudspeakers) are located relatively close.  

Besides the conversion among audio transmission formats, 
the second task of the board is the signal processing. The 
board embeds two DSPs, which are programmable with a 
visual development environment (SigmaStudio®) directly 
through ethernet port. Each DSP is capable to compute up to 
24000 taps at 48 kHz, allowing to reduce the computational 
power required by the control unit. Such filtering capability 
can be employed in several applications, e.g., room correction 
or loudspeakers pre-equalization (up to 512 taps per channel, 
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with 64 channels), but also to implement spatial audio 
algorithms. The DSP also offers the possibility of 
asynchronous resampling of the signals coming from different 
digital audio interfaces. This comes to hand to solve common 
clocking problems in complex audio networks. 

A top view of the board is shown in Fig. 6, where principal 
components are highlighted: XMOS host processors, audio 
codec, FPGA, DSPs and A2B transceivers. The signal flow of 
the A2B-DSP board is shown in Fig. 7. One can note the 
flexible routing of all audio signals thanks to the FPGA, which 
implements also the AES10 transceiver. Finally, in Fig. 8 one 
can see a picture of the built prototype of the A2B-DSP board. 

 
Fig. 6. Main components of the A2B-DSP board, top view. 

 
Fig. 7. Audio signal flow on the designed board. 

 
Fig. 8. A picture of the A2B-DSP board prototype. 

IV. A CASE APPLICATION: WAVE FIELD SYNTHESIS SYSTEM 

OVER A2B BUS 

As an application example of the abovementioned 
technology, here a modular, full-digital Wave Field Synthesis 
(WFS) system [19] based on A2B bus is described. The whole 
system, whose architecture is shown in Fig. 9, is managed by 

a single sound card, a RME MADIFace XT, which supports 
up to 192 channels at a sampling frequency of 48 kHz. The 
soundcard is connected to a PC via USB 3.0 and offers three 
MADI output lines, two optical and one coaxial. Each MADI 
line carries 64 channels to an A2B-DSP board, which 
generates two A2B networks of 32 channels. Each A2B 
network can support up to four 8-channels active soundbars, 
which are the essential units of the whole system (Fig. 10). In 
addition, each A2B-DSP board can drive two line-level output 
channels for subwoofers. 
 

 
Fig. 9. WFS system architecture. 

 
Fig. 10. The 8-channels sound bar of the Wave Field Synthesis system 
over A2B. 

A soundbar prototype has been built. It is composed by 
two main parts: a wooden structure, housing the eight 
loudspeakers, and an aluminum frame for the electronics. The 
loudspeaker housing is made of birch wood, 12 mm thickness, 
with dimensions (LxWxH) 100x19x14 cm. Once assembled, 
the total weight is 10.5 kg. The inter-center distance d of the 
loudspeakers is 125 mm; thus, the spatial aliasing frequency 
is about 2.7 kHz on-axis and about 1.8 kHz at 30°, as provided 
by: 

 𝑓
∙

 

where 𝑐 343 𝑚/𝑠 is the speed of sound in air and 𝛼 is the 
angle between the direction normal to the sound bar and the 
listener. Each loudspeaker is mounted in a closed, isolated 
volume of 1.1 liter (Fig. 11), calculated according to Thiele-
Small parameters [20], [21], [22], [23]. For minimizing the 
standing waves, the rear side is tilted by 10° and each volume 
is covered in fiberglass on bottom, rear, and top sides. The 
model of loudspeaker is a 4.0” full range by RCF-group, 
having nominal impedance 8 ohm, power rating 40 Wrms, 
sensitivity 92 dB SPL (1 W, 1 m). 
 

 
Fig. 11. WFS soundbar, front view (partial section). 

In Fig. 12 (dashed line), it is possible to see the frequency 
response of the loudspeaker once mounted in the soundbar, 
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measured in anechoic room at 1 m, 1 W with a calibrated 
Bruel&Kjaer (B&K) microphone (capsule type 4189, pre-
amplifier type 2187). For being more representative, it is 
shown the measurement relative to the speaker mounted in 
the center of the soundbar (number 4). Thanks to the two 
DSPs, whose A2B-DSP board is equipped with, it is possible 
to introduce an individualized filtering on each channel, 
employing Finite Impulse Response (FIR) filters. In Fig. 12 
(dotted line), one can see the frequency response of an inverse 
filter calculated with the regularized Kirkeby method [24]. 
Finally, solid line of Fig. 12 shows the equalized response of 
the loudspeaker, which results almost flat (±1 dB) in the 
frequency range 200 Hz – 11.2 kHz.  

 

 
Fig. 12. Frequency responses of a not-equalized loudspeaker mounted on 
the soundbar (dashed line), a FIR equalization filter (dotted line) and the 
equalized loudspeaker (solid line). 

On the rear side, an aluminum frame (Fig. 13) houses the 
electronics (Fig. 14): input and output connectors, a fuse, 
power supply and a custom A2B 8-channels power amplifier. 
Power supply is a commercial AC/DC switching, rated power 
300 W, output voltage 36 V. 

 

 
Fig. 13. Electronics housing, rear view. 

 
Fig. 14. Electronics housing, top view. 

On each side there are two input and two output 
connectors, one for A2B signal and one for power supply, 
which are both delivered in daisy chain. Power supply 
connectors are powercon, a standard choice in professional 
audio application. A2B bus travels between soundbars over 
AES3 (also known as AES/EBU) digital cables, whose 
physical specifications are defined in the standard IEC 60958 
type 1: shielded twisted pair, 110 ohm, XLR connectors. 

The critical element of the soundbars is the A2B full-digital 
power amplifier (Fig. 15). Each of them comes with four 2-
channels class-D amplifier TAS3251 by Texas Instruments, 
capable to provide 75 W/ch output power on 8 ohm load, 
when operating at 36 V power supply. 
 

 
Fig. 15. Designed A2B amplifier board. 

The design is daisy chainable: the first power amplifier of 
the A2B network receives all the 32 channels. It consumes 
eight channels and passes the remaining. The second one 
receives 24 channels; it consumes eight channels and passes 
the remaining and so on. Each class-D amplifier integrates a 
DSP which provides equalization, crossover, limiter, dynamic 
range control and volume control for each channel. 

The amplifiers are provided with controls for active 
cooling with a fan. However, with the aim of avoiding the 
background noise of the fans, chips were mounted with a 
specially designed support that allows heat transmission over 
the entire aluminum frame, which acts as a heatsink. Fig. 16 
shows the temperature trend measured during four hours of 
continuous operation at 100 Wrms. The temperature is 
measured on the heatsink near the exposed thermal pad of the 
amplifier integrated circuit. It reaches a maximum value of 
62°C, which is 36 °C above the ambient temperature of 26 °C. 
Such result allows for a completely passive thermal 
dissipation under normal ambient and use conditions, 
avoiding the background noise of the fan. Once reached the 
steady state, the fan was turned on to evaluate the 
effectiveness of an active cooling. This resulted in a 
temperature drop to 42 °C (a reduction of 20 °C) over the next 
1.5 hours. A thermal image of the A2B amplifier is shown in 
Fig. 17. The hottest points are near the power amplifier ICs 
(Sp1 and Sp2 in Fig. 17). 
 

 
Fig. 16. Temperature trend as a function of time at maximum operating 
power. 
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Fig. 17: Thermal image of the amplifier, top view. 

The soundbar prototype was measured in an anechoic 
room at 1 m distance with the previously described B&K 
microphone, playing a white noise through all the eight 
loudspeakers active at the same time at maximum power. The 
recorded SPL is 108 dB. 

For characterizing the directivity of the loudspeakers on 
the horizontal plane, the soundbar was measured on a single-
axis turntable (Fig. 18), placing the B&K microphone at 1 m 
distance. Since the two central loudspeakers are more 
representative, not being affected by border effects, the 
soundbar was positioned so that loudspeaker number 4 is 
aligned with the rotation axis. An Exponential Sine Sweep 
(ESS) [25] of 10 s covering the range 22 Hz – 22 kHz was 
played through the loudspeaker for each direction. The 
measurement was repeated 72 times, with an angular 
resolution of 5° from 0° to 355°. 
 

 
Fig. 18. Experimental setup for directivity measurement. 

The deconvolution of the recorded sweeps with the 
inverse sweep provided the Impulse Responses (IRs). Polar 
patterns (Fig. 19, Fig. 20) were computed by averaging the 
directivity in octave bands. Since the DSP’s crossover on the 
loudspeakers is set at 100 Hz, the first two octave bands 
centered at 31.5 Hz and 63 Hz were not computed. One can 
note that SPL levels are well matched at all octaves, except 
for the one centered at 125 Hz, as already seen in Fig. 12. 

 

 
Fig. 19. Polar pattern of the loudspeaker 4 mounted on the soundbar, 
octave bands 125 Hz, 250 Hz, 500 Hz, and 1 kHz. 

 
Fig. 20. Polar pattern of the loudspeaker 4 mounted on the soundbar, 
octave bands 2 kHz, 4 kHz, 8 kHz, and 16 kHz. 

In conclusion, Fig. 21 suggests a possible layout with 20 
soundbars and 160 channels, which allows for 28 seats, but 
of course, many others are possible from 64 channels (2x2 m 
square, 1 seat) up to 192 channels (6x6 m square, 40 seats). 
 

 
Fig. 21. A suggested layout of a WFS system with 20 soundbars, 160 
channel and 28 seats. 
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V. CONCLUSIONS 

The authors proposed an architecture for distributed 
multichannel systems, with the aim to overcome the 
traditional limitations related to these systems: flexibility, 
cost, and performance. The described solution solves 
efficiently all of them, thanks to the adoption of the recent 
Automotive Audio Bus. 

On one side, it provides significant performance 
advantages: digital transmission, channels synchronization 
and very low and deterministic latency. At the same time, the 
cost of the A2B transceivers and cables is considerably lower 
with respect to comparable solutions that employ protocols 
such as MADI, AVB, and audio-over-IP. 

The other important contribution consists in the 
development of an interface board, namely A2B-DSP, which 
converts the most common audio communication protocols, 
e.g., MADI and AVB but also USB, into the A2B bus. This 
provides the mentioned flexibility: the system architecture can 
be arranged in different ways, depending on the required 
number of channels and distance to cover. Such characteristic 
makes the system interesting for a variety of applications, 
ranging between transducer arrays, industrial and civil 
monitoring, and Active Noise Control systems for vehicles. 

The described architecture was used to develop a 
cost-effective, full-digital Wave Field Synthesis system 
featuring 160 channels, composed by three A2B-DSP boards 
and 20 active soundbars of 8 channels each. The soundbars are 
provided with 8 channels A2B class-D amplifiers specifically 
designed. This is the first known MADI-A2B WFS system and 
can be heard in the municipal room of Faenza city (Ravenna, 
Italy), where it is being installed. 
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