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See Facts and Arguments

3 A3 WO 86/03341 A (published on 5 May 1988)

Particular relevance (page, column, line, fig.):
See Facts and Arguments

' na Digital Equalization Using Fourier Transform Techniques, 2684 (B-2) by Barry Kulp
(published on 3 November 1968)

Pardcular relevance (page, column, line, fig.):
See Facts and Arguments

5 A5 EP 0 250 048 A (published on 23 December 1987)

Pardeular relevance (page, column, line, fig.):

See Facts and Arguments

s A6 US 4 992 867 A (published on 12 February 1891)

Particular relevance (page, column, line, fig.):
See Facts and Arguments

’ AT Multidelay Block Frequency Domain Adaptive Filter by Jia-Sien S00 and Khee K.
Pang (published on 2 February 1990)

Particular relevance (page, column, line, fig.):
Sea Facts and Arguments

Continued on sdgitional sheet E

8.

A12 Testin"lony of prior disclosure by Knud Bank Christensen

Other evidence

Continued on additional sheet |:

EPO Form 2300,3 04,93 (i, &d. 12/87)

Enpf.zeit:16/02/2004 22:4] Empf.nr.:544 P.004




" 16. FEB. 2004 22:41 ADVOKATGRUPPEN/PATENTGRUPPEN NO. 4116 P. 5

for EPO use only
X.  Payment of the opposition fee is made

E as indicated in the enclosed voucher for payment of fees and costs (EPO Form 1010)

[

XL  List of documents

Enclosurc No. of topies
Na.

0 Form for natice of apposition E} {min. )

1 Faets and arguments (see VIi,) D {min. 2)

2 Coples of documents presanted 85 evidsnce (see IX)

2a E — Publications E (min. 2 of cach)
2b [ﬂ — Other documents E (min. 2 of each)
3 D Signed autharisation(s) (see .} |:]

q [Z‘ Voucher for payment of fees and costs (see X,)

5 D Cheque :’

] E Additional sheet(s) D {min. 2 of sach}
7 E] Other (please speclfy here): Form 1037 El

Xll. Signature
of opponsnt or representative

Pace  Aarhus

Dste 16 February 2004

7 Y

European Patent Attorney

Piease type name unter slgnare. In e case of laga! persons, the position which the: person signing holds within the company should alsa be yped.

EPQ Form 2300.4 04.93 [nL ad, 12/37)

Empf.zeit:16/02/2004 22:42 Emef.nr.:544 P.005



16. FEB. 2004 22:41 ADVOKATGRUPPEN/PATENTGRUPPEN NO. 4116 P 6

Additional Sheet to EPO Form 2300

Additional Representatives:

ELMEROS, Claus
SCHMIDT, Jens Jorgen

Aarhus, 16 February 2004

Authorised Representative

Empf.zeit:16/02/2004 22:42 Empf .nr.:544 P 006



6. FEB. 2004 22:41 ADVOKATGRUPPEN/PATENTGRUPPEN NO. 4116 P. 7

Additional Sheet to EPO Form 2300

IX. Evidence presented — Additional publications:
8. A8 High-speed convolution and correlation by Thomas G. Stockham Jr.
(published in 1966)

Particular relevance (page, column, line, fig.):
See Facts and Arguments

9. A9 Real Signals Fast Fourier Transform: Storage Capacity and Step Number Reduction by
Means of an Odd Discrete Fourier Transform by J. L, Vernet (published in October 1971)
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Particular relevance (page, column, line, fig.):
See Facts and Arguments

11. A1l Digital Processing of Signals — Theory and practice by Maurice Bellanger (published in
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Particular relevance (page, column, line, fig.):
- See Facts and Arguments
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C
PATENTGRUPPEN

GROUNDS FOR OPPOSITION

Facts and Arguments

In support of the Notice of Opposition as set forth in the accompanying Form 2300, the
following Grounds for Opposition are presented, in accordance with the indication of
section VII of this Form.

The following annexes presented under section IX of the Notice of Opposition are referred
to in this communication; the numbering will be adhered to the rest of this communication:

Annex 1 (Al): EP-B-0 649 578 - The opposed patent as published

Annex 2 (A2): WO 94/01933 A - The International application as filed

Annex 3 (A3): WO 88/03341 A (published on 5 May 1988)

Annex 4 (A4): Digital Equalization Using Fourier Transform Techniques, 2694 (B-2) by
Barry Kulp (published on 3 November 1988)

Annex 5 (A5): EP 0250 048 A (published on 23 December 1987)

Annex 6 (A6): US4 992 967 A (published on 12 February 1991)

Annex 7 (A7): Multidelay Block Frequency Domain Adaptive Filter by Jia-Sien Soo and

: Khee K. Pang (published on 2 February 1990)

Annex 8 (A8): High-speed convolution and correlation by Thomas G. Stockham Jr.
(published in 1966) ‘

Annex 9 (A9): Real Signals Fast Fourier Transform: Storage Capacity and Step Number
Reduction by Means of an Odd Discrete Fourier Transform by J. L.
Vemet (published in October 1971)

Annex 10 (A10): Odd-Time Odd-Frequency Discrete Fourier Transform for Symmetric
Real-Valued Series by G. Bonnerot and M. Bellanger (published in
Ma#ch 1976)

Annex 11 (Al1): Digital Processing of Signals — Theory and practice by Maurice
Bellanger (published in 1984 and 1989 and reprinted in April 1990)

Annex 12 (A12): Testimony of prior disclosure by Knud Bank Christensen

Article 100(c) EPC; Article 123(2) EPC
Notwithstanding the other grounds of opposition, the patent is opposed on the ground that

the subject-matter of the patent opposed extends beyond the content of the application as
filed

A. Frequency domain transformation
In order to overcome prior art during the examination of the application, the applicant has
introduced the phrasing “frequency-domain transformation”.

The applied broad phrasing has no basis in the application as filed and, consequently, the
subject-matter of the patent opposed extends beyond the content of the application as filed.

For this reason alone, the patent should be revoked.

Enpf.zeit: 16/02/2004 22343 | Enf.nr.:544 P.0O11
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In this context it should be noted that the applicant emphasises that the nature of this
frequency-domain transformation is significant in order to distinguish the claimed
invention over e.g. A3.

B. Relationship between input sample length and overlap delay, P > 2N-1

During the examination of the application, the applicant has redrafted claim 1. In order to
overcomeé prior art, the applicant has introduced a relationship between the delay length N
and the input sample length P.

Nowhere in the application as filed may any disclosure be found indicating that P may be
anything else than equalling 2N.

It is noted that the applicant apparently is aware of this fact as the next claim, - claim 2 -,
has been used for the purpose of securing this position, namely that P equals 2N.

The applied broad phrasing of claim 1 has no basis in the application as filed and,

- consequently, the subject-matter of the patent opposed extends beyond the content of the

application as filed.
For this reason alone, the patent should be revoked.

C. The summing step of claim 1 ' ,
The step of
(iii)  summing together said M frequency-domain filtered blocks to
Jorm a single frequency-domain output block,

has no basis in the description and the accompanying drawings. In particular, it is noted
that Fig. 8 has been applied as the basis for the amended claim 1 during the prosecution of
the application. It is noted that fig. 8 of the application as filed clearly illustrates that the
frequency domain filtered blocks must be multiplied.

The applied broad phrasing of claim 1 has no basis in the application as filed and,
consequently, the subject-matter of the patent opposed extends beyond the content of the
application as filed.

For this reason alone, the patent should be revoked.
D. Claim 5 - ﬁltering of input blocks

Claim 5 of the Opposed patent
A method as claimed in any previous claim, wherein said step of combzmng
together frequency-domain input blocks comprises element by element
multiplication of said frequency-domain input blocks.

There is no basis for claiming this filtering of the input blocks in the application as filed
and claim 5 has no basis in the application as filed and, consequently, the subject-matter of
the patent opposed extends beyond the content of the application as filed.

Empf.zeit:16/02/2004 22:43 Empf.nr.:544 P.012
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For this reason alone, the patent should be revoked.

E: Claim 11

Claim 11 of the opposed patent states:
wherein said method is applied in parallel to a series of predetermined
portions

The application as filed gives no explanation of the phrasing “applied in parallel”.
Consequently, claim 11 has no basis in the application as filed and, consequently, the
subject-matter of the patent opposed extends beyond the content of the application as filed.

For this reason alone, the patent should be revoked.

Article 100(b) EPC; Article 83 EPC:

Notwithstanding the above issue, the patent is also opposed on the ground that the
invention is not disclosed in a manner sufficiently clear aud complete for it to be carried
out by a person skilled in the art.

A. Substantially M (claim 1, page 9 line 35 of A1)

The skilled person would, in the light of the description have difficulties in determining
what substantially M means. No hint in the description may be found, A correction is even
less obvious as the term “‘substantially” indicates that something has to be different from
the exact “M”,

It is therefore respectfully submitted for this reason alone that the opposed patent does not
fulfil the provisions of Art 83 EPC in conjunction with Art. 100(b) and the patent should
be revoked.

B. Reference sign M (claim 1, page 9 lines 35, 47-50 and claim 10, page 10 line 27 of Al)
The skilled person would, in the light of the description and drawings have difficulties in
determining what the reference sign M in claim 1 and 10 refers to. The use of M in e.g.
figures 4, 9 and 15 and the description page 5 lines 5-13 and page 5 lines 42-44 seem not to
be consistent with the use of M in e.g. figures 6, 7, § and 14 and the description page 5
lines 16-18 and page 5 line 46. Several different uses of the reference sign M is thus
apparently used among each other, leaving the skilled man no clue to the understanding of
reference sign M used in claim 1 and claim 10 thereby leaving the skilled person with
severe problems as regards the understandin§ of the invention. This practice is furthermore
not in agreement with Rule 32(2)(i) EPC, 2" paragraph.

It is therefore respectfully submitted for this reason alone that the opposed patent does not
fulfil the provisions of Art 83 EPC in conjunction with Art. 100(b) and the patent should

be revoked.

C. Reference sign N (claim 1, page 9 lines 33 and 56, and page 10 line 1 of Al, and
furthermore claims 2, 3, 4, 9 and 10 of A1)

Empf.zeit:16/02/2004 22:43 Empf.nr.:544 P.013
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The skilled person would, in the light of the description and drawings have difficulties in
determining what the reference sign N in claims 1, 2, 3, 4, 9 and 10 refers to. The use of N
in e.g. figures 10, 13 and 16 and the description seem not at all to be consistent with the
use of the reference sign N in the above-mentioned claims. Other reference signs, e.g. L
and M, however in some drawings appears to show what is referred to as N in the claims.
The different uses of the reference sign N thus completely confuses the issue, leaving the
skilled man no clue to the understanding of reference sign N in claims 1 ; 2,3,4,9and 10.
This practice is furthermore not in agreement with Rule 32(2)(i) EPC, 2™ paragraph.

It is therefore respectfully submitted for this reason alone that the opposed patent does not
fulfil the provisions of Art 83 EPC in conjunction with Art. 100(b) and the patent should
be revoked.

D. Incomprehensible language of approved text (Claim 3, page 10 lines 5-8 of Al)

A third party would have difficulties in determining the teaching of the description in the
light of the wording of claim 3. Furthermore, the skilled person would, in light of the
description and drawings have difficulties in exercising claim 3 due to uncertainty of the
exact meaning.

It is therefore respectfully submitted for this reason alone that the opposed patent does not
fulfil the provisions of Art 83 EPC in conjunction with Art. 100(b) and the patent should
be revoked.

E. Unclear wording: “in parallel to a series” (Claim 11, page 10 line 30 of A1)

A third party would, in the light of the description and drawings have difficulties in
determining the scope of the protection of claim 11, in particular the phrase: “... said
method is applied in parallel to a series of predetermined portions ...”. The meaning of the
word “parallel” is not explained in the description, and may, by a skilled person, be
interpreted in several different ways.

It is therefore respectfully submitted for this reason alone that the opposed patent does not

fulfil the provisions of Art 83 EPC in conjunction with Art. 100(b) and the patent should
be revoked.

Article 100(a) EPC; Articles 52(1) and (2) EPC:

Notwithstanding the above issues, the patent is also opposed on the ground that the
subject-matter of the claims is not patentable in the sense to Article 52 EPC,

Lack of Novelty and Inventive Step:
Claim 1:
A method of finite impulse response (FIR) filtering an input signal using a

predetermined portion of a desired time domain impulse response
representing a filter characteristic and specified in terms of time-domain

Empf.zeit:16/02/2004 22:44 Empf.nr.:544 P.O14
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impulse response values, so as lo produce a filtered output signal, the method

comprising the steps of-

(a) dividing said input signal into overlapping successive input blocks of P
samples, with each successive input block being delayed by N samples
relative to the previous input block, where P>2N-1;

(b) creating each of substantially M frequency-domain coefficient blocks by:

(i) dividing said predetermined portion of the desired time domain
impulse response into a series of segments;

(ii) computing a frequency-domain transformation of each segmeni to
form a corresponding one of said M frequency-domain coefficient
blocks; and :

(¢) for each of said input blocks:

(i) computing a frequency-domain transform of said input block to
form a corresponding frequency-domain input block;

(i) combining together the most recent M successive said frequency-
domain input blocks with M frequency-domain coefficient blocks,
to produce M frequency-domain filtered blocks;

(iii) summing together said M frequency-domain filtered blocks to
Sform a single frequency-domain output block;

(iv) computing an inverse transform, which is the inverse of said
Sfrequency-domain transform, of said frequency-domain output
block to form a time-domain output block;

(v) discarding predetermined portions of said time-domain output
block, to produce a new set of N output samples; and

(vi) outputting said N outpul samples as a portion of said output
signal,

Novelty (A3)

A3 discloses the method of finite impulse response filtering an input signal (X(n) of fig. 1)
using a predetermined portion of a desired time domain impulse response representing a
filter characteristic (12, 17, fig. 1)

It is noted, contrary to the statements of the applicant of 5 October 1999, that the update
control 17 is outputting frequency domain impulse response coefficients corresponding to
a desired time domain umpulse response. In other words, the established frequency domain
impulse response blocks of the filter 12, fig. 1 are direct predetermined counterparts to
desired comresponding time domain impulse response functions and they are established
directly on the basis of a time domain signal e(n).

Moreover, it is noted that an initial state of the system of fig. 1 (A3), that is when e(n)
equals zero, the initial settings of the FIR filter 12 necessarily have to represent the desired
time domain impulse response. Therefore, the initia] state of the system features all the
steps of claim 1 of the opposed patent.

Consequently, every feature of claim 1 is known from A3 and lacks novelty.

Inventive step (A3-+common knowledge)

Empf.zeit:16/02/2004 22:44 Empf.nr.:544 P.015
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The only difference between the invention as claimed and the further iterations (the initial
iteration(s) excluded as explained above) performed by the disclosure of A3 is apparently
the way the applied impulse response is established. The filtering processing in the filter
10, 11, 12, 15 and 16 of A3 is exactly the same of the filter applied in the claimed filtering
method of the opposed patent and inherits the same benefits as described in the opposed
patent, especially with respect to latency.

The man skilled in the art, faced with the problem of establishing desired (known!) M
blocks would know that a time-domain counterpart exist on the basis on common
knowledge. In particular such establishment of a correlation between a time domain
impulse response would be obvious as A3 specifies the delays between the disclosed
partial frequency domain impulse response.

Thus, it is respectfully submitted that claim 1 of the opposed patent Al lacks inventive
step.

Inventive step (A3+A8)

If, however the skilled person would be unable to apply such common knowledge for some
reasons he would know from A8 page 231, first paragraph, that a time domain impulse
response (1.e. the kernel s(j)) may be split into packets, each of which may be considered
separately,

Faced with the problem of transforming a desired time-domain impulse response into a
frequency domain response suitable for use in the filter of Fig. 1 of A3, the skilled man
would know from A8 that such a transformation exist and that each packet may be dealt
with separately.

Thus, it is respectfully submitted that claim 1 of the opposed patent lacks inventive step
with respect to A3 in the light of A8.

In this context, it is noted that claim 1 of the opposed patent is quite relaxed to the wording
of how the parts of the time impulse responses are brought into the frequency domain,
namely by the wording *“frequency domain transformation”. In other words, the update
control 17 of fig. 1 and the associated description of A3 definitely performs such
“frequency domain transformation” insofar the basis of the update control is a time domain

input.
Novelty (A4)

A4 generally discloses equalisation using Fournier transformation.

Initially, page 5, third paragraph specifies that authors will use FFT to convert both the
input and impulse response from time domain representations into frequency domain
representation, perform the fast convolution and than perform and inverse FFT operation in
order to obtain the desired output signal in the time domain. ’

Page 19, lines 9-24 specifically discloses an optimisation of reducing the pipeline delay by

segmenting the impulse response. Basically, this paragraph discloses the use of separate
discrete components as disclosed in fig. 6 of the opposed patent.

Empf.zeit:16/02/2004 22:44 Empf.nr.:544 P.O16G
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The next two paragraphs of A4 disclose optimisations with respect to sharing of both FFT
on the input signal and inverse FFT.

In other words, as the disclosure of A4, last part of 2" paragraph specifies an example of 8
equally sized blocks and that the forward FFT on the input signal is only applied once, 3
paragraph of page 19, all features of claim 1 is known from A4.

Consequently all features of the opposed claim 1 is known from A4 and lacks novelty.

Novelty (A5) ’
Page 3, line 46 to page 4, line 20 of AS disclose every feature of claim 1 of the opposed

patent. In particular it is noted that the weighting factor W(p;m) may be considered as
points of a 2N point DFT performed on time domain weighting factor w(i;m), which
represent values of the impulse response w(k) during block m.

Consequently, every feature of claim 1 is known from A5 and lacks novelty.

Novelty (A6)
Fig. 10 of A6 illustrates a filter structure corresponding to claim 1 of the opposed patent.

Consequently, every feature of claim 1 is known from A6 and lacks novelty.

Novelty (A7)
Fig. 1 of A7 illustrates a filter structure corresponding to claim 1 of the opposed patent, as

it is noted that the initial impulse response is established on the basis of a zero-error on the
output in the time domain.

Consequently, every feature of claim 1 is known from A7 and lacks novelty.

Novelty (A12)

A2 represents prior disclosure of a fast convolution filter comprising different sized fast
convolution filters in parallel, where the output of those filter were added in order to obtain
the desired input, all for the purpose of obtaining the desired low latency.

Consequently, every feature of claim 1 is known from A12 and lacks novelty.

Claim 2:

A method as claimed in claim 1, wherein P is equal to 2N.

Novelty (A3)

For the initial state:

Fig. 1 of A3 and the associated description page 13, lines 4-12 discloses that P equals 2N,
namely in block 10 of fig. 1.

Consequently, every feature of claim 2 is known from A3 and lacks novelty.

Inventive step (A3)

Empf .zeit:16/02/2004 22245 Empf.nr.:544 P.OT7
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For the states following the initial filterings, fig. 1 of A3 and the associated description
page 13, lines 4-12 discloses that P equals 2N, namely in block 10 of fig. 1.

Consequently, it is submitted that claim 2 of the opposed patent lacks inventive step over
A3,

Inventive step (A4+A3)

-Starting from A4, faced with the problem of choosing a specific relationship between the
applied overlap delay N and the period of the input signal P, the skilled person would look
into A3, e.g. fig. 7 and learn that P may be chosen as 2 times N, that is P= 2N’ and a delay
of N* with the terms of A3,

Consequently, claim 2 lacks inventive step over A4 in the light of A3.
Claim 3:

A method as claimed in any one of the preceding claims wherein at least one
of said frequency-domain transformation said frequency-domain transform
comprises a 2N-point Real fast Fourier transform producing and N complex
values in said frequency-domain coefficient block.

Inventive step (A3/A4/AS/A6/AT/A12+A9/A10/A11)
The skilled person would, when starting from A3, A4, A5, A5, A7 or A12 faced with the

problem of eliminating unnecessary operations for a symmetric real input series look into
A9, A10 or Al1 and know that such a Fourier transformation exists and may be applied for
the purpose,

Consequently, it 15 submitted that claim 3 of the opposed patent lacks inventive step over
A3, A4, A5, AS, A7 or Al12 in combination with A9, A10 or Al1.

Inventive step (A4+A9/A10/A11)
Starting from A4, faced with the problem of obtaining a more efficient Fourier
transformation look into A9, A10 or A11 and use the claimed modified FFT

Consequently, claim 3 lacks inventive step over A4 in the light of A9, A10 or All.
Claim 4:

A method as claimed in claim 3, wherein said inverse transform comprises an
N complex value fast Fourier inverse transform producing 2N- pomt Real
values in said output block.

Inventive step (A3/A4/A5/A6/AT/A12+A9/A10/A11)

The skilled person would, when starting from A3, A4, A5, AS, A7 or Al12 faced with the
problem of eliminating unnecessary operations for a symmetric real input series look into
A9, A10 or A1l and know that such a Fourier transformation exists and in particular that
an inverse transformation exists and may be applied for the purpose.

Empf .zeit:16/02/2004 22:45 Empf.nr.:544 P.O18
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Consequently, it is submitted that claim 2 of the opposed patent lacks inventive step over
A3, Ad, A5, A5, A7 or A12 in combination with AS, A10 or All.

Inventive step (A4+A9/A10/A11)

Starting from A4, faced with the problem of obtaining a suitable inverse Fourer
transformation corresponding to the Fourier transformation of claim 3 look into A9, A10 or
Al] and find the corresponding inverse modified FFT. '

Consequently, claim 4 lacks inventive step over A4 in the light of A9, A10 or Al1.

Claim 5:
A method as claimed in any previous claim, wherein said step of combining
together frequency-domain input blocks comprises element by element
maultiplication of said frequency-domain input blocks.

This claim has no basis in the application as originally filed (A2).

Claim 6:

A method as claimed in any previous claim, wherein said summing together
of frequency-domain filtered blocks comprises element by element addition of
the blocks.

Novelty (A3)

For the initial state fig. 7 of A3 discloses that the summing of the frequency domain
filtered blocks may comprise element by element addition of the blocks, see 12-0 to 12-
(2n’-1) of fig. 7.

Consequently, every feature of claim 6 is known from A3 and lacks novelty.

Inventive step (A3)
For the states following the initial filterings, fig.7 of A3 discloses that the summing of the

frequency domain filtered blocks may comprise element by element addition of the blocks,
see 12-0 to 12-(2n’-1) of fig. 7.

Consequently, it is submitted that claim 6 of the opposed patent lacks inventive step over
A3,

Novelty (A4)
Page 19 paragraph 2 of A4 discloses that “future”/”’current” segments may be summed up
in the frequency domain.

Consequently, claim 6 lacks novelty.

Claim 7:

Empf.zeit:16/02/2004 22:45 Empf.nr.:544 P.019
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A method as claimed in any previous claim, wherein said combining and said
summing are carried out in a single operation with the successive resulls of
the combining operations being accumulated into the frequency-domain
output block.

Novelty (A3

For the initia] state fig. 7 of A3 discloses that the combining and the summing may be

performed in one operation, see 12-0 to 12-(2n’-1) of fig. 7. ’

Consequently, every feature of claim 7 is known from A3 and lacks novelty.

Inventive step (A3)
For the states following the initial filtering, fig. 7 of A3 discloses that the combing and the

summing may be performed in one operation, see 12-0 to 12-(2n’-1) of fig, 7,

Consequently, it is submitted that claim 7 of the opposed patent lacks inventive step over
A3.

Inventive step (A4+common knowledge)

Starting from A4, faced with the problem of reducing the memory consumption of a filter, -
the skilled person would choose a trivial ladder-type design.

Consequently, claim 7 lacks inventive step over A4 in the light of general common
knowledge.

Claim 8:

A method as claimed in any previous claim, wherein time-domain output
block is of length 0.5 P.

Novelty (A3)
For the initial state fig. 7 of A3 discloses that the length of the outputs blocks are 0.5 x P,

that is N°.
Consequently, every feature of claim 8 is known from A3 and lacks novelty.

Inventive step (A3)
For the states following the initial filtering, fig. 7 of A3 discloses that the length of the

outputs blocks are 0.5 x P, thatis N’

Consequently, it is submitted that claim 8 of the opposed patent lacks inventive step over
A3.

Inventive step (A4+A3)
Starting from A4, faced with the problem of choosing the length of an output block, the

skilled person would look into A3, e.g. fig. 7 and learn that the output block may be of the
length N, that is P/2.
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Consequently, claim 8 lacks inventive step over A4 in the light of A3.
Claim 9:

A method as claimed in any previous claim, wherein said discarding step (v)
comprises discarding P-N samples.

- Novelty (A3)
For the initial state fig. 7 of A3 discloses a discarding step whereby P-N samples are

discarded, namely N”.

Consequently, every feature of claim 9 is known from A3 and lacks novelty.

Inventive step (A3)
For the states following the initial filtering, fig. 7 of A3 discloses a discarding step

whereby P-N samples are discarded, namely N,

Consequently, it is submitted that claim 9 of the opposed patent lacks inventive step over
A3.

Novelty (A4)

A4 is applied by means of fast convolution and consequently, the discarding step includes
the step of discarding P-N samples.

Consequently, claim 9 lacks novelty.
Claim 10:

A method as claimed in any previous claim, wherein said predetermined
portion of a desired impulse response comprises M times N time-domain
values h(k) where 0<k<NM and the m-th block (0<m<M) of values is made
up of the N sample points h(mN) to h(mN+N-1).

Novelty (A3
For the initial state, page 17 lines 1-8 of A3 discloses the use of equally sized impulse

response blocks, namely consisting of N’ samples.
Consequently, every feature of claim 10 is known from A3 and lacks novelty.
Invenhve step (A3)

For the states following the initial filtering, page 17 lines 1-8 of A3 discloses the use of
equally sized impulse response blocks, namely consisting of N’ samples.

Consequently, it is submitted that claim 10 of the opposed patent lacks inventive step over
A3. )

Novelty (A4)
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Page 19, 2™ paragraph, discloses that the impulse response is segmented into § equally
sized predetermined portions.

Consequently, claim 10 lacks novelty.
Claim 11:

A method as claimed in claim 1 wherein said method is applied in parallel to
a series of predetermined portions of an overall desired impulse response
representing a filter characteristic and specified in terms of time-domain
response values with the output of each parallel application of the method
being combined so as to form an overall output which comprises a filtering of
the input signal with the overall desired impulse response.

Inventive step (A3)
Starting from A3, the skilled person would know from e.g. fig. 7 of A3 that a desired

structure of a filter may be transformed into a fast convolution structure as illustrated in
fig. 7 having all the features of claim 1 as eatlier described.

Faced with the problem of splitting a desired filter into a parallel filter structure on the
basis of a time domain impulse response values, the skilled person would look into A3, fig.
2 and 3 and learn that a desired impulse response in the time domain may be represented
and regarded separately in parallel structures.

Consequently, it is subnntted that claim 11 of the opposed patent lacks inventive step over
A3

Inventive step (A8+ A3

Starting from A8 the skilled person would know that an impulse response (the already
mentioned kernel s(j)) may be split into separate packets serially and dealt with separately
in the frequency domain. Faced with the problem of splitting a desired filter into a parallel
filter structure on the basis of a time domain impulse response values, he would look into
A3, fig. 2 and 3 and learn that such structure may be designed to comprise of different
paralle] structures, which may be dealt with separately.

Consequently, it is submitted that claim 11 of the opposed patent lacks inventive step over
A8 in the light of A3.

Inventive step (A4+A3)

Starting from A4, faced with the problem of choosmg a suitable filter topology, the skilled
person would look into fig. 3 of A3 and learn that a parallel representation exists in the
time domain and that this representation may be represented in the frequency domain.

Consequently, claim 11 lacks inventive step over A4 in the light of A3.

Claim 12:
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A method as claimed in claim 11 wherein said series of predetermined
portions are of different lengths.

Inventive step (A3)
Based on the arguments set forth in relation to claim 11, the skilled person would know
that such a parallel filter structure may comprise predetermined portions of different

lengths.

Consequently, it is submitted that claim 12 of the opposed patent lacks inventive step over
A3,

Inventive step (A8+ A3)

Starting from A8 and based on the arguments set forth in relation to claim 11, the skilled
person would know that such a parallel filter structure may comprise predetermined
portions of different lengths.

Consequently, it is submitted that claim 12 of the opposed patent lacks inventive step over
AB in the light of A3.

Inventive step (A4+A3)

Starting from A4, faced with the problem of choosing a suitable filter topology, the skilled
person would look into fig. 3 of A3 and learn that a paralle] representation exists in the
time domain and easily derive that the predetermined parallel may have different length.

Consequently, claim 12 lacks inventive step over A4 in the light of A3.
Claim 13:

A method as claimed in claim 12 wherein initial members of said series of
predetermined portions are shorter then subsequent members of said series..

Inventive step (A3)

Bssed on the arguments set forth in relation to claim 11, the skilled person would know
that such a paralle] filter structure may comprise predetermined portions of different
lengths and that the provided parallel filters does not need to produce a response before the
low-latency initial impulse response has been delivered,

This is in particular realised in A3 fig. 3, where a delay has been inserted into the second
path in order to synchronise the provided impulse response outputs.

Consequently, it is submitted that claim 13 of the opposed patent lacks inventive step over
Al.

Inventive step (Ad4+A3)
Starting from A4, faced with the problem of choosing a suitable filter topology, the skilled

person would look into fig. 3 of A3 and learn that a parallel representation exists in the
time domain and easily derive that the predetermined parallel may have different length,
where the initial members have shorter length that the subsequent members..
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Consequently, claim 13 lacks inventive step over A4 in the light of A3.
Claim 14:

.A method as claimed in claim 11 wherein the latency of application of said
method is varied so that each parallel application of the method produces an
output for combination substantially simultaneously.

Inventive step (A3)

Based on the arguments set forth in relation to claim 11, the skilled person would know
that a combination of the different paths would advantageously be performed so that the
output of each parallel string is substantially provided for combination at the same time.

Consequently, it is submitted that claim 14 of the opposed patent lacks inventive step over
A3,

Inventive step (A4+A3)
Starting from A4, faced with the problem of choosing a suitable filter topology, the skilled

person would look into fig. 3 of A3 and learn that a paralle] representation exists in the
time domain and easily derive that the output of the parallel filter structures should be
synchronised in order to obtain the desired combination with the lowest latency possible.

Consequently, claim 14 lacks inventive step over A4 in the light of A3.

Further prior public disclosure

It is further submitted that the claims 1-14 of the opposed patent lack novelty and/or
inventive step since the invention was made available to the public by demonstration
and/or oral disclosure before the date of priority.

As stated in the testimony A12, a meeting took place at Bang & Olufsen, Struer, Denmark
in the autumn of 1989, i.e. well in advance of the earliest priority date of the opposed
patent, where the invention was formulated by Erik Sgrensen amongst a group of persons,
1.e., Peter Single, Henrik Floe Mikkelsen and Knud Bank Christensen, of which none were
bound by any secrecy obligations in this relation. Thus, this disclosure constitutes prior art
in accordance with article 54(2) EPC, cf. e.g. decision T 11/99 of the Board of Appeal.

We reserve the right to produce further information, documentation and evidence
concerning this prior public disclosure, if it is found necessary and/or expedient.

To further substantiate the circumstances and information disclosed at this meeting it is
requested that witnesses are heard in accordance with Article 117 (1d), of. Article 117 (3)
EPC, in particular

Mr, Knud Bank Christensen
Research Engineer of TC Electronic A/S
Skovvej 2
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DK-8550 Ryomgaard
Denmark

Mr. Péter Single

Mr. Enik Serensen

and

Mr. Henrik Flge Mikkelsen
Additional Remarks
On the basis of the above facts and arguments, the patent opposed should be revoked, In
the event that the Opposition Division needs further evidence we would like to be notified
thereof.
If, against the expectation of the opponent, the Opposition Division should be inclined to

maintain the opposed patent in amended or unamended form oral proceedings under
Article 116 EPC are hereby respectfully requested.

Arhus, 16 February 2004

Kaj Olesen
European Patent Attorney
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Description

FIELD OF THE INVENTION

5 [6001] Tho present Invention relates to the art of electronic slgnal processing, and more particularty but not exclu-
sivaly, to an electronic filtering environment whereln relatively high accuracy and efficlancy 1s deslred and a relatively
short flow-through delay (tarmed “latency") is dezlred.

DESCRIPTION OF THE PRIOR AAT

10 :

[0002] With referance to Fig. 1, electronic fiters are utillsed to modify the characteristics of an incoming electronic

signal so as to provide an output signal which is modified in some defined fashion. In the case of Fig. 1 @ “notch” fiter

is lllustrated wherein, in the frequency domaln, frequencies in the spectrum of the incoming signal S1 are attenuated
in the F4 to Fz band so as to produce output signal S2, )

15 [0003] Such fliters can be Implemanted from entirely analog compoenents although, in more fecent times, there is a
preference, in many clrcumnstances, to implement the filter In a digital tashion. Digital implementation can be by means
of dedicated digital circultry or by means of computers (micro procasors) programmed to oporate as a filter.

[0004] Filters have many applications in the field of slectronic modelling of real world conditions. For example, filters
can be used 1o provide a modal of the acoustic characterlstics of rooms or halls. Filters are also used to model defl-

20 clencles In systems so as to apply appropriate correction factors forthe purpose of rernoving (cancalling) Imperfections

. In signals caused by the deflclencies. ' :
[0005] Frequently It is deslrable that such processing take place in “real time®, Also, it is desirable that there Is
effectively no delay in flltering of a signal generated in a realfive environment so that the modelling/corracting steps
performed by the filter are, to all intents and purposes, without any delay being perceptible to the and user.

25 [0006] Toachlevethisthe delay Introduced by the fiter F while ft performs its fliitering tunction must be reduced to a
negligible figure. That is, the time when signal S1 first presents to fifter F and the time when the results of the filtering
by filter F of the first incoming portion of signel $1 become avajlable at the output of the fiiter S2 must be almostthe .
same. The delay between these two events ls herelnafter referred to as the “|atency” of the filter system.

[0007] Where the fitter F Is implemanted in a digital manner it may first be necessary to sample the Incoming signal

3 51 (via ap analog to digital converter)-then perform the filtering function and then convert the digital signal back to an
analog signal (by meane of a digital to analog converter). The sampling process takes sampies of the incoming signal
at discrete time intervals 4. The time between each sample is usually the same.

[a008] The sampling processing \tself introduces finite delays into the system. Additionally, where the filter Is imple-
mented by one of the popular fast convolution techniques there |s a delay introduced which, In very broad terms, Is

35 proportional to the accuracy (or length) ol the filter. ,

[0009] Mathematically, the filtering operation (that Is, the step of Imposing the fliter characteristic upon the incoming
signal $1 so &s to produce outgeing signal $2) Is known as "convolution” in the time domaln. The step of convolution’
in the time domaln becomas a multiply operation in the frequency domain. That Is, I the Incoming signal 51 is first
. sampled,then Fourier transformed into the frequency domaln, the frequency response of the filter F Is vector multiplied

40 with the Fourler transform of the signal S1. The signal Is then Inverse Fourier transformed to produce a sampled
(convolved) output (Which can be converted back to analog form if required).

[0010] Figure 2 shows the way a convolver {alsoc known as a Finite Impulse Responss (FIR) filter) has its mpulse
responge {a,} maasured (fora convolver operating on a treatment of sampled data). For a physical filter, a, Is zero for

all k0. For & general Input sequence ), the fiiter's output {,J is defined as:
45

i=0

P | Yk‘E @; X (D

[0011] A linear fliter such as this has a measurable latency, d, defined as:
55

ay= 0,and
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a,=0foralk<d . (2)

[00412] In other words, 84 is the first non-zero value in the output sequence. The latency d Is never negative in &
5 physical system. ina simliar fashion, for a Finite Impulse Response Filter, we can determine which Is the LAST non-

zero value In the output sequence, This will give us the length of the impuise ragponse. if we call the fength A then this

means that By, IS the last non-zero value in the output sequence (see Flgure 3).

[0013] Typlical schemes for implementing FIR fitters fall into two categorles:

10 1. Time domain filters that compute each output sample as each new Input sample arrives, thus allowing latencles
as low as d=0 or d=1. Typical filter lengths (/) are shor.
2. Fast convolution filters that compute a number of sutput samples In & block. Typlcal filter langths () can be very
long. The lowest achievable latency 1s

usually related to the fiiter length, d=tK of
15

Kabrd C <)

. where K is a measure of the efficiency of the particular algorithm used. A typical value of K, for the commonly used
o fast co_nvulu'llnn algorithms such as flustrated in Figs. 4 and 5,18 0.5.

[0014) WO-B803341 disclosesan acho-cancellerinwhich an input signal ls divided into blocks end, onthe decreased
number of samples in each block, a fast Fourier transform and FIR type dightal filtering are effected to decrease the
processing delay while reducing the number of calculations. In particular, the acho-cancellor of WQ-B8/03341 imple-

25 mente a method of infinite impulse response (FIR) filtering an input signal to preduce & fitered output signal which Is
an echo-cancelling signal. The mathod uses the efror between an echo-signal derlved from the Input signal passed
through an echo path and the fitered output gignal to adaptively control & fiker characteristic (specified In torms of
time-domain impulee response valuas) which is an estimata of the impulse response of an echo path. The method
comprises the steps of:

30 :

(2) dividing the Input signal inte overlapping successive Input blocks of 2N samples, with each successive Input

block being delayed by N samples relative to the previous input block;

(b) updating each of k frequency-domain coefficlent blocks using the errer by:

35 () taking N values of the error,
(ii) adding N zeros to said N values of the error to lorm a block of 2N zero-padded values; and
(i) computing a frequency-damaln transtormation of said block of 2N zero-padded values to form2N updating
error coeflicients; and ) .
{iv) using the updating error coefficients to update a corrasponding one of sald k frequency-domain coefficlont
90 blocks: and

(c) for each of said input blocks:

(i} computing a frequency-domain transform of said input biock to form a corresponding frequency-domaln'
4 input block; ' ,

(i1} combining together the most recent Kk successive said frequency-domain input blocks with k frequency-

domain coefficient blocks, to produce k frequency-domaln filtered blocks;

(i) summing together said k fraquency-domain fittered blocks to forma single frequency-domain output block;

(iv) computing an inverse transform, which Is the inverse of said frequency-domaln transform, of sald frequen-
20 cy-domaln output block o form & tims-domaln output block;

(v) discarding the first N samples of sald time-domain output block, 10 produce a new sel of N output samples;

and '

(vi) outputting said N output samples as & portion of said filtorad signal.

55 [Q015] itisanobjsectofatleasta preferred embodiment of the prasent invention to provide A method and apparatus

for performing relatively long convolutions on digital sampled data o as o provide relatively higher officiency for a
given lsngth than is ordinarily produced with other methods. ' )
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[Q046] In this specification it is assumed that the filter characteristics can bs modelled as approximataly linear 20
that the principles of superposition can be applied. ‘ . '
[0017] Accordingly, according to the presont inventlon there s provided & mathod of finlte impulse response (FIR)
filtering an Input signal using 8 predetermined portion of a desired time domain impulse respones representing afitter
characteriatic and specified in terms of time-domain Impulse rasponse values, sO as to produce a filtared output signal,
the method comprising the steps of: '

(a) dividing said input signal into overlapping successive Input blocks of P samples, with each successive input
block being delayed by N samples relative to the previous Input block, where P22N-1;
(b) creating each of substantially M frequency-domain coefficiont blocks by:

(i) dividing said predetermined portion of the desired time domain Impulse info a series of segments;
(i) computing & frequency-domaln transformation of egch segment to form a corresponding one of said M
frequency-domaln coefticient blocks; and

{c) for each of said input blocks: - !

(i) computing a frequency-domain transform of sald input block o form a corresponding trequency-domain
input block; ' _ :

(i) combining together the most recent M successive sald frequency-domaln input blocks with M frequency-
domain coefilciant blocks, to produce M frequency-domain liftered blocks;

(iii) summing togethersaid M frequency-domain fitered blocks to form a singlé fraquency-domain outputblock;
(iv) computing an inverse transform, which is the Inverse of sald frequency-domain transform, of said frequen-
cy-domain cutput block to form & time-domain output block; ’ .

(v) discarding predetermined portions of sald Ume-domaln output block, © produce a new get of N output
samples; and ) .

(vI) outputting sald N output samples as a portion of said output signal.

[0018] Embodiments of-the Invention will now be described with reference to the accompanying drawings wherein:

Fig. 1 is a genoralised block diagram of a filter oparation in the frequency domain,

Fig. 2 dafines the basic terminology used for a convalution filter,

Fig.3 defines the latancy and length of tha filtar of Fig. 2,

Fig. 4 llustrates in a diagrammatic flow chart form, a prior art method of processing sampled dala by 2 Fast

Fourier Transform approach,
Fig.5 further liustrates the approach of Fig. 4,
Fig.6,7,86  develop a method of filtaring according to & generalised (Irst embodiment of the invention whereby A
relatively high efficiency factor K can ba achiaved as compared with the approach of Fig. 4.

Fig. 9 15 a dlagram of an embodiment of the invention Implementing the methed of Fig. 8 whers the number of
sub-filters is 6,

Fig. 10 illustrates In block diagram form a summed fiter a part of which can be Implemented advantageously with
the filter of Fig. 8,

Fig. 11 Is a block diagram of the summed filter of Fig. 10 Incorporating sub-filters some of which implement tha
method of Flg. B, .

Fig.12 - illustrates the manner of processing of an Input signal by &n example of the filter arrangement of Fig. 10
which utllised five filter portions,

Fig. 13 Hlustrates the manner of selection of the fiter characteristics of tha filter of Fig, 12,

Fig. 14 is a bloc dlagram of an alternative implementation of the summed filter cf Fig. 8,

Fig. 15 illustrates & typical flow of a (prior ar) fast convolution algerithm Implementation suitable for filters Fp -
F5 of F‘g. 12,

Fig. 16 llustrates a DFT englne which forms the basis for an explanation of a fourier transform algorithm optimised
to process real number strings, and :

Fig. 17 is a block diagram of & further embodiment of the Invention wherein the summed fiter of Fig. 10 Is Imple-

mented utllizing & Modlfied Discrete Fouwrier Transform.
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DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS OF THE INVENTION

1. Righ Efficlency Fliter

5  [0019] Flgure 4 lilustrates the time-flow of & typical fast-convolution algorithm. This is an overlap-discard algorithm
jmplemented using the Fast Fourler Transform (FFT). 2V words of Input data that arrives during Ume segments & and
b is processed fully during time segment ¢ with a forward FFT, a vector multiply, and an Inverze FFT. The reaulting M
words of output data are bufferad, to be presented at the output during time segment d. The FFT and inverse FFT
(IFFT) are only usedto transform the data between the time-domnain and frequency domaln. The actual fiiter operation
10 is executed in the vector muttiply operation, which actually takes only & small fraction of the total compute time. So,
the relevant parametars of the fliter of Fig, 4 are:- Length = M,
Latency = ZM,
and, thersfore K=0.5 .
[U020] With reference To Figs. 8, 7 and 8, the rationale behind the method and apparatus according 1o at least one
15 smbodiment of the present invention Is derlved. :
[0021] Fig.Gillustrates @ filter of longth ML where the filter characterlstics of each of the component filters F1, F2. ...
F, are separats, discrete, component portons of the desired fiter characteristic for the entira filter assembly. The dalays
L, 2L.... (M-1) L are imposed ss lllustrated so as 1o recreate, following addition, an outputy, equivalent to that achieved
by passing input samples Xy through a filter having the filter characteristic from which the filter characterlstic portiong
20 forfilters F1, F2..... were derived. Flg. 7 ls derived by Implementing tha fiters F1, F2.... of FIg. 6 using the Fast Fourler
Transform algorithm of Fig. 5. ‘ : .
[0022] With reference to Fig. B, reorganisation of the filter of Fig. 7 allows the use of only one Fast Fourier Transform
module 11 and one Inverse Past Fourier Transform module 12, it is implicit that the Fast Fourier Transtorm modula is
adapted to process a block of samples from input x, equal to twice the length of each of the fliters Filter 1, Filter 2.
25 Fiter3..... llustrated In Flg. 8.
[0028) As previously stated the filter characteristic (Impulse response) of each consecutive filter F1, F2.... Is taken’
from and corresponds to consecutlve corresponding portions from the Impulse response desired of the entire filter
module. -
[0024] The time delay L pafore each Fast Fourier transformed block of data is passed through the next filter is equal
30 - to haif tha sample length ariginally processad by the Fast Fourler Transform module.
[0025] Figure 9 shows the computation of one block of output data, In & simiiar style to Figure 4, but uslag the
improved length/latency efficlency method derived In Figs. 8, 7 and 8. The method of Fig. 8 as used by Fig. 8 is
summarised below. ’
[0028) ODuring time gegment h. the Input data that amived during time segments fand g |5 FFT'd and the resuiting
35 block of Frequency Domain Input Data is storad for future use, We then compute the next block of Fraquency Qutput
Data, which is inverse FFT'd and presented as output during time segment 1. The old way of computing fast-convolution
simply took the latest block of Frequency Domain Input Data, and muttiplied It by & vector that represents the deslred
filtar responsa, 1o get the new Frequancy Domaln Output Data. Tha improved length/latency efflciancy method uses
a number of previous Frequency Domalin Input Data blocks to compute the new Frequency Domain Output Data plock,
40 - ms shown in Figure 9. In this example, the blocks of filter data are called Fllter A, Filter 8, ..., Filter F, In this exarmple,
the fiter Implernented is 6 times as long as the fiiterimplemented In Figure 4, but with no greater latancy. By comparison
with Fig. 4, the relevant parameters of the filter of Fig. 9 are:- Length = EM,
Latency = 2M,
and, therefore K=13 ) :
¢s  [0027] Fig. 8 summarlses the logic behind the implementation of the embodiment of Fig. 9. )
(0028} Particularly, it will be noted that the progressive delays L, 2L, 3L, ..(M-1)L of Flg. 5 are achleved in Fig. 9 by
the taking of delayed, overlappsd groupings of consecutive samples a, b, ¢, d, ...
{0029] The above described filter arangement can be used advantageously in 8 low-iatency FIR fiter arrangsment
such as illustrated In Fig. 10.
sp  [0030] Figure 10 shows &n architecture for implementing an FIR fitter by addling together N filters. If each filter is
characterised as: Filter F, latency d,, length |, then generally the N filters are chosen so that thelr latencies are ordered
in ascanding order, and furthermore dy,4=di+. This means that the first non-zero value In the impulse response of filter
Fj+1. cOmes immediately following the last non-zero value in the Impulse response of flter F,. Henco this summation
of filters results in a single, longer fitter with its impulse response being the sum of the impulse responses of the N
55  component filters. i
[0031] Thelmportant property of this filter iz the length/latency efficlency, K, which is higherthan any of the component
filer officiencies. :
[0032) That is, the filter of Fig, 10 uses the tachniqus of adding together saveral fllters to form & new filter which Is
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as long &s the sum of the component fitter lengths, and whose latency i as short as the latency of the lowest-latancy

component filter.

[0033] Fig. 11 shows an implementation of the low-latency filter 10 of Fig. 10 wherein there are three fiiter modules

F1, F2, F3, The first module F1 Is & low-latency (d=0) time domain filter whilst filters F2 and.F3 are Implemented
& according to the embodiment descrived In respect of Figs. 8 and 3. :

2. A low-latency FIR filter

[0033] As previously dascribed. Fig. 10 shows an architecture for implementing an FIR filter by adding together N

10 fiiters. \f each filter is characterised as; Fiter F, latency d, length |, then generally the N filters are chosen 0 that their
latencies are ordered in ascending order, and furthermore dy,q=drH,. This means that the first non-zero value in the
impulse response of filter F,4, comes immediately following the last non-zero valus in the impulse response of fifter
F,. Hencethis summation of filters results in a single, longer filter with its impulse response being the sum of the impulse
responses of tha N component filters. .

15 [0035)] Thelmportant property of this filter s the len gthviatency efficlency, K, which Is higher than any of the camponent
filter efficiencles.

[0036] Thatis, the filter of Figs. 10 and 12 uses the technique of adding togather soveral fitters to form a new filter
which is a5 long as the sum of the component fliter lengths, and whose latency is 3 short as the latency of the lowest-
latency component filter. . ' , - ,

20 '[0037] Particularly, the composite filter assembly of Fig. 12 utilises the technique of combining a first time-domain
(low latency) fliter with additional fast-convolution (longer latency) filters to maximise fiter length while minimising
latency. This technique Is jmplemented by adding togetharN filters, Fy, Fp, ...Fyy where F, is afilterwith very low latency,
implemented with time-domain techniques, and the othar filters. F,. are each implemented with fast-convolution tech-
niques. More specifically, the aseembly adopts the technique wheraeby the N-1 fast-convolution filters, Fi, are composed

25  ofasequence of filters, oach with langer fllter length than Its predecessor, and henca each with longer latancy, but stlll
preserving the property that d +1=CG+1,. This ensures thet the filter, F, which is made by summing together the N cam-
ponent filters, has an impulse response without any “holes” In it. ' '

{0038] With particular reference 1o Fig. 12 the composite filter F comprises five fiter portions F1,F2,F3, F4and F5,
The impulse responsa g, of the composte filter F is illustrated at the top of Fig. 12 and has a lotal sample length of
50 1024 samples. '
[0038] Fliter F1 has an Impulse response comprising the first 64 samples of the impulse response a,. That is, the
fifter has & length of 64 samples. The flitar as implemented hes a low latency fiiter (such as is referenced in Mctorola
document APR 7/D In respect of the DSP 58000 series of Integrated Clrcuits). This fliter has an affective iatency of 0.
[0040}] Tho subsequent filters F2, F3, F4, F5 are implementad using fast convolution digital technlques. Flg. 15 li-

35 |ustrates the basic algorithm for such techniques which comprises taking the fast Fourier transform of the incoming

sampled dala, multiplying the transformed data samples by the impulse response of the filter, converting the fast Fourier
_ transformed data samples back to the time domaln by use of &n Inverse fast Fourler transform and then outputting the

data. An averlap/discard mathod is used whareby only a portion of the output data is utlilsed. :

[c0a1] The langth and latency of the edditional filters F2, F3. F4, F5 Is selected according to the rule lustrated

40 diegrammatically in Fig. 13, whereby aach fliter portion has a latency equal to the sum of the langth and the |atency
of the immediately preceding filter portion.

[0042] In this case the end result is & fiter having & total length of 1024 samples and a latency of 0.
[0043] Fig. 14 llustrates @ variation of the filter of Fig. 8 wherein delay 2 Introduced &fter the fitter algorithm is applied
in the frequency domain. '

45
3. Optimized Real String Handling

[o0a4] With refersnce to Fig. 16, & common method of frequency analysls s via the Discreta Fourler Transform
(heraafter referred to as the DFT), which can be-Implemented efficiontly in electronic apparatus using the Fast Fourler
50 Transform algorithm (hereafter refarred to &s the FFT). ,
[0045] . The DFT is formulated to operate effictently when its input data and output data ere both complex (having &
real and imaginary component). When the data input to the DFT is real, the output data from the operation will contain
some redundancy, Indicating that some of the processing that led to this output data was unnecessary.
~ {0046] In this embodimant what is described Is & new transform for operating on real numbers in the digital environ-
55 ment that has many of the same epplications &5 the DFT. but  without the inefficiencies of the DFT for operation on
real numbers. For the purposes of this document, the algorithm described hereln will be named the Modified Discrete
Fourier Transform (MDFT). :
[0047) The DFTIs computed aceording to the equatlon below:
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[oc48] |f the input data x(k) is real (ie. it has no imaginary component), the output data X(n) has the following prop-
ertios: .
10

(DR
X(-;-’-)eﬂt . @

X(m) = [XN-nT" for O<n<d

{0049] Where the " operator is ueed to signify complex conjugation. This means that the imaginary part of X(0), the
20 jmaginary partof X(N/2) andall {X(n):H/2<n<N) are redundant. The procass of extracting only tha necessary Information
’ aut of the DFT output Is therelore not trivial.
[0050] An alternative transform is shown below:

25

. {
w2
Yn) e« LxBe ¥ ()]
= .
30 )
[0051} Thisislkea standard DFT except that the output vector Y (n) represents the signars frequency components .
at different frequencies 1o the DFT. The output vector Y(n) hes redundancies (just as the DFT output X(n) has), except
that the redundant part of the data is more clearly extracted from Y(n) that from X(n). The redundancy in Y(n) that
results when x(k) is real can be oxpressed as follows:
35

Y(n) =[Y(N-1-n)] 4

[0052] This Implies that the second half of this vector Y(n) is simply the complex conjugate of the first half, so that
40 only the first half of the output vector Is requirad to contain all of the (nformation, when x(K) Is real.

[0053] An alternative view of the above equation Is that all of the odd alements of the vector are simply the complex

conjugate of the even slements: T

a5 Y1) = [VIND) YE) = [Y(NAT YIN-3) =Y

Y(N-1) = [Y(O)]° o (5)

{0054] This means that we only need to compute the even eloments of Y(n) to obtain all of the required Information
50  trom the modified DFT of the real signal x(k). We can name the array Z(p) the armay that contalns the even elements
from Y(n), es follows: :

2(p) = Yizp) for nsﬁ% (6)
55 v

Based on our pravious equetion for Y(n), we gst:
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' - -axbjGp-1)
| Zp) = YOp) = L xBe ¥ Ry
s > :
which after some manipulation becomes:
N
" : . oxft camjzk
. N 9
Z¢) = Y B -jetkeDle e P @)
td
15 If we create an N/2 length complex vector from the N length real vector:
Ny ™
x(N= [x(l)-ix(l+§)]e—ﬂ— for 0</<Nf2 (9)
20
then we can see that:
Z(p) = DFT ()X (0] (10)
25 ) . i
[0055] This means that we have computed the vector Z(p) by using a DFT of length N/2. .
[0056] We say that Z(p)=MDFTIx(K)] (where MDFT indicates the Modifled Discrete Fourior Transform operator), The
procedure to follow for computing Z(p) Is then as follows: .
30 1. Take the input vector x(k) of length N, where each element of x(Kk) I3 real.

2. Craate the vector x'(f), 8 complex vector of length N/2 by the method of equation (9) above.
3. Compute the N/2 polnt DFT of x'() to give the N/2 complex result vector Z(p).

[0057] The MDFT has many properties that make it useful in similar epplications to the DFT. Firstly, it can be used
35 o perform linear convolution in the same way &8 the DFT. Secondly, it has an inverse transform that Jooks vary similar
1o the forward transform:

X (K) = IDFT [ 2(P)] (1)
40

where IDFT Indicates the N/2 point Inverse Discrete Fourler Trensform. :
[0058] The algorithm can ba jmplemented in an electronic apparatus supplied with & set of N real numbars and
producing N/2 complex output nurnbers, representing the MDFT of the Input data. This apparatus uses digital arithmetic
elernents to perform each of tha arithmetit operations as descrived in the preceding text.
[0059] Anacther embodiment of the present inventlon is 8 pair of apparetus, the first of which computes an MDFT as
described in the previous paragraph, and the second of which computes an inverse MDFT, uelng the arithmetic pro-
codures described praviously in this document. 3y passing overlapped blocks of data from A continuous stream of
input data through the MDFT computer, then multiplying the Z{p) ceefficlants by appropriate filter coefficients, then
passingthe resulting datathrough the Inverse MDFT computer, and recombining segments of output data appropriately,
a modifiad Fast Convolution processor can be buitt,

[0060] The above described 2 modification to the DFT that makes it moro useful in a number of applications partic-
ularly but not limited to the real time fliter applications previously described. All of these extensions to the DFT can

. also be applied to the FFT algorithm and other fast implementations of the DFT.

45
50

55 Example 1

[0081] Fig. 17 lllustrates an jmplementation of the summad fliter of Fig. 11 whereln the Modifled Discrete Fourler
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Transform (MDFT) described immediately above Is applied for the purposes of transforming the data stream Into the

trequency domain and the corresponding Inverse Modified Discrete Fourier Transform (IMDFT) Is applied following

application of the fliter algorithm and prior to discard for conversion from the frequency domain.

[0o62] Infiiter F2 of Fig. 17. the MDFT takes 64 veal words of input and produyces 32 complex words of output. The
5 IMOFT takeg 32 complex words of input and produces 84 real words of output,

[0063] Infliter F3 of Fig. 17 the MDFT takes 258 roal words of input and produces 128 complex words of putput. The

IMDFT takes 128 cumplsx words of Input and produces 256 real words of output.

[0064] The filter of Fig. 17 is implemented using a Motorola DSP 56001 procassor incoporating software (bootable

from ROM or from another host computer) to implement the algorithm, The delay slements are Implernentgd using a2
10 bank of external memory chips comprising three MCM 6208 memory chips, .

[0065) Data input and output betwaen the analog and digital domalns is effected by an ADC and DAC chip, the

Crystal CS 4216, communicating via the syncrhonous serial communication port of the DSP 56001.

INDUSTRIAL APPLICABILITY

15
[6066] Embodiments of the invention may e applied to digital fitters implemented In softwara, hardware or a com-
bination of both for applications such as audo fittering or electronic modelling of acoustic system characteristics. The
method is broadly spplicable in the field of signal processing and can be used to advantags, for example, in: adaptive
fiitering; audio reverberation processing; adaptive echo cancellation; spatlal processing; virtual reality audio; corrala-

20  tlon. radar; radar pulse comprasslon; deconvolution; saismic analysls: telecommunications; pattem recognition; robot-
ics; 3D acoustic modelling; audio post production (including oralisation, auto reverberant matching); audio equalisation:
compression; sonar; ultrasonics; secure communication systems: digital audio broadcast, acoustic analysls: survell-
Jance: noise cancellation; echo cancellation,

28
Claims
1. Amethod of finite impulse response (FIR) filtering an input signal using & predetermined portion of a desired time
domain impulse response representing a filter characterlstic and specified in tems of time-domaln impulse re-
30 sponse values, 50 s to produce a flitered output signal, the method comprising the steps of:
{a) dividing said input signal into overlapping successive input blocks of P samples, with each successive input
block belng delayed by N samples relative to the previous Input block, where P22N-1;
35 (b) creating each of substantlally M frequency-domain coeflicient blocks by:
(i) dividing said predetermined portion of the desired time domain Impuise into a serles of segments;
() computing a frequancy-domaln transformation of each segment to form a corresponding one of sald
40 M frequency-domaln coefficient blocks; and
(c) for each of said Input blocks:
(I computing a frequency-domain trensform of sald Input block to form a corresponding frequency-domain
45 input block; :
(il) combining together the most recent M successive sald fraquency-domaln input blocks with M frequen-
cy-domain coefficient blocks, 10 produce M frequency-domain filtered blocks:
50 (W) surmming together sald M frequency-demain filtered blocks to form a singla frequency-domain outbut
plock;
(iv) computing &n Inverse transform, which s the Inverse of sald frequency-domaln transform, of said
frequency-domain output block to form a time-domaln output block;
55

(v) discarding predetermined portions of seld time-domain output biock, to produce a new set of N output
samples; and
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(vi) outputting sald N output samples as a portion of said output signal.
2. Amethod as claimed In claim 1, wherein P is equal to 2N.

3. A method as claimed in any one of the preceding daime wherein at lsast one of sald fraquency-domain transfor-
mation sald frequency-domaln transform comprises 2 2N-point Real fast Fourler transform producing and ,N com-
plex values in sald frequency-domain coefficient block.

4. Amethod as claimed In‘claim 3, wherein sald Inverse transform comprisas an N complex value fast Fourier inverse
transform producing 2N-point Real values in said output block.

5. Amethod as claimed in any previous claim, wherein sald step ofcomblnlngtogetherheqhency-dumain Input blocks
comprises element by element multiplication of said frequency-gomain Input blocks.

6. Amethod as claimed In any previous claim, wheroln said summing together of froquency-domaln flitered blocks
comprises element by element addition of the blocks.

7. Amethod as clalmed in any previous claim, whereln said combining and said summing are carried out in a single
operation with the succossive results of the combining operations belng accumulated into the fraquency-domain
output block. ’

8. Amethod as claimed in any previous claim, wharein said time-domaln output block is of length0.5 P.
9. Amethod as claimed In any previous claim, wherein sald discarding step (v) comprises discarding P-N samples.

10. A method a3 claimed In any previous claim, wherein sald predetermined portion of a desired Impulse response
comprises M times N time-domein values h(k) where 0skeNM and the m-th block (0sm<M) of values is made up
of the N sample points h(mN) to h(mN+N-1).

11. A method as claimed in claim 1 wherein sald method Is applied in paralle! to a series of predetermined portions
of an overall desired impulse response representing a filter characteristic and specified in terms of time-domain
response values with the outputs of each parallel epplication of the method being combined so as toforman overall
output which comprises a filtering of the Input signal with the overall desired impulse response.

12. A method &s clalmed in ciaim 11 whersin sald series of predetermined portions are of different lengths.

18. Amethod as claimed in cleim 12 whereln initial members of said serles of predetermined portions are shorterthen .
subsagquent members of sald series.

14. A method as claimed in claim 11 wherein the latency of application of said method is varied 0 that each paraliel
application of the method produces n output for combination substantially simultaneously.

Patentanspriiche

1. Verfahrenzum Filtern eines Eingangssignals mitfiniter impulsaniwort (FIR) mittels eines vorpestimmten Tells siner
gewinschten Zeldoméanen-impulsantwort, die eine Fiitercharakteristik darstelit und hinsichtiich Zoitdomanen-im-
pulsantwortwerten spezifiziert ist, um sin gefittertes Ausgangssignal zu erzeugen, wobei das Verfahren folgends
Schritte umfasst:

(8) Aufteilen des Eingangssignals in Uberlappends eufeinanderfolgende Eingangsblocke von P Abtastungen,
wobai jeder aufeinanderfolgends Eingangeblock um N Abtastungen beziiglich des vorhergshenden Eingangs-
biocks verzégert wird, wobel P22N-1 Ist; . .

(b) Erzeugen von im wesentlichen M Frequenzduménen-KoefﬂzienIenblﬁcken durch:

() Aufteilen des vorbestimmtan Tells des gewiinschten Zeitdoménen-impulses in eine Reihe von Seg- .

menten; .
() Berechnen elner Frequenzdominan-Transformation van jedem Segment, um elnen entsprachenden

10
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Block der M Frequenzdum&nan—Koeﬂizlenténblbcke Zu bliden; und
(c) far jeden Eingangsblock:

(i) Berechnen einer Froquenzdoménen-Transformierten des EIngangsblocks, um sinen enteprechendan
Frequenzdomﬁnen-EIngangsblock 2y bilden; .

() Zusammenfassen des |etzten M eufelnanderfoigenden Frequénzdominen-EingangsbI&cke mit M Fre-
quenzdoménen-Koefﬂzlentenblﬁcken. um M Fraquenzdomanengefilterte Blbcke zu srzeugen;

(iii) Autsummieren der M Frequenzdomiinen-gefiltertan Bldcke, um ginen einzlgen Frequenzdoméanen-
Ausgangsblock zu bllden;

(lv) Berechnen einer RAiicktransformierten, die die Umkehrung der Frequenzdomanen-Transformierten
des Frequenzdoménen-Ausgangsblocks ist, um ainen Zeitdoménen-Ausgangsblock zu bliden;

{v) Verwerfen vorbestimmier Teile des Zeltdomanen-Ausgangsblocks, Um einen neuen Satz von N Aus-
gangsabtastungen zu bilden; und

(v) Ausgeben der N Ausgangsabtastungen als elnen Tell dos Ausgangssignals.

Verfahren gem&R Anspruch 1, bei dem P glelch 2N ist,
Vorlahren geméB elnem der vorhergehenden Ahspn’]che, bel dam mindestens eine der Frequei\zdoménen-Trans-
formation und der Frequenzdcmanen-Transfonnlenen elne Fast-Fourler-Transformlerte mit N reellen Punkten um-

fasst, die N komplexe Werte in dem Fraquenzdoménen—Knsﬁlzlentenblock erzeugt.

Verfahren gernidB Anspruch 3, bei dem dis Rucktransformierte eine Fast-Fourler-Ricktransformierte mit N kom-

plexen Werte umfasst, die 2N Punkte reallsr Werte in dem Ausgangsblock erzeugt.

Verfahran gemédP elnem der vorhergehenden Anspriiche, bei dem der Schrit des Zusammanfassens der Fre-
quenzdomé&nen-Elngangsbldcke elne slementwelse Multiplikation der Frequenzdomanen-Eingangsblcke um-
fasst. :

Vartahren geméf elnem der vorhergshenden Anspriiche, bei dem das Aufsummieren der Frequenzdomanen-
gefliterten Blocke eine slementwelse Addition der Blécke umfasst.

Verfahran geman einem der vorhergehendsn Anspriiche, bei dem das Zusammenfassen und das Aufsummiaren
in einer elnzigen Operation durchgeflhrt werden, wobs! die aufelnander folgenden Ergebnisse der Zusamman-
fassungsoperationen In dem Frequenzdomﬁnen-Ausangsblock akkumuliert werden,

Verfahren gemiB einem der voriergehenden Anspriiche, bai dem der Zeltdomanen-Ausgangsblock eine Lénge

~von 0,5 P aufweist.

Verfahren geméf einem der vorhergehenden Anspriiche, bei dem der Verwearfungsschritt (v) sin Verwerfen von
P-N Abtastungen umfasst,

Vertahren gemap einem der vorhergehandan Anspriicha, bei dem der verbastimmte Tell einer gewiinschten Im-
pulsantwort M mal N Zeitdomanenwerta h(k) umfasst, wobget O<k<NM und der m-te Block (0<m<M) von Wenten
aus den N Abtastpunkten h(mN) bis h(mN+N-1) zusammengesetzt ist.

Verfahren geman Anspruch 1, bei dem das Verfahren parallel auf eine Reihe vorbestimmter Teils einer gewlnsch-
ten Gesamtimpulsantwort angewendet wird, dle eine Filtercharakteristik darstelit und hinslchtlich ZeitqgomAnen-
Antwortwertan spezifizlen Ist, wobei die Ausgaben |eder parallelen Anwendung des Vertanrans zusammengefasst

werden, um elne Gesamtausgabe zu bllden, die ein Flitern des Elngangssignals mit der gowdinschten Gesamtim-
pulsantwort umnfasst, : '

vartahren gemaB Anspruch 11, bei dem die Relhe van vorbestimmten Teilen untersehledliche Léngen haben.

Verfahren geman Anspruch 12, bei dem die Anfangselemente der Reihe von vorbestimmten Teilen kirzer als
nachfolgende Elements der Reihte sind.

Verfahren gemaB Anspruch 11, bel dem dle Latenzzelt der Anwendung des Verzhrens geénden wird, o dass

1
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|ede paraliele Anwendung dos Verfahrens eine Ausgabe zur im wesentiichen glelchzeltigen Zusammenfassung
erzeugt.

Rovendications

7.

Procédd de réponse impulsionnelle finle (RIF) fitrant un signal d'entréa utliisant une paftle prédéterminée d'une
réponse impulsionnelie temporelle désirée représentant une caractéristique de filtrage ot spécifiée en fonction de
valeurs do réponse impulsionnelle temporelle, afin de produire un signal de sortie filré, le procédé cornprenant
les Stapes consistant a: : .

(a) diviser |ed|t signal d'entrée en blocs d'entrée successfs superposés de P &chantillons, avee chaque bloc
d'entréa successil retardé par N échantillons par rapport au bloc d'entrée précédent, ol P22N-1 ;
{b) créer chacun des biocs de coafficient substanticllement dans le domaine de fréquence M:

(i) en divisant Iadite partle prédéterminée do lmpulsion temporelle désirée en une série de segments;
(1) en calculant une transformation dans le domaine do fréquence de chaque segment pour former un
bloc correspondant desdits M blocs de coefiiclent dans le domaine de fréquence ; et

¢) pour chacun desdits blocs dentrée ;

(i) en calculant une transformée dans le domalne de fréquence dudit bloc d'entrée pour former un bloc
d'entrée dans le domaine de fréquence correspondant ;

(ii) en combinant ensemble les M blocs d'entréa successifs dans ledit gomaine de fréquence avec M blocs
de coefficlent dans le domaine de fréquence, pour produlre M blocs filtrés dans le domaine de fréquence ;
() additlonner ensemble josdits M blocs filtrés danis le domaine de fréquence pour former un seul bloc
do sortle dans le domalne de frequence ; ' o

(iv) en calculant une transformée Inverse, qui est l'inverse de ladite transformée dang le domaine de
fréguence, duditbloc de sortie dans le domalne de fréquence pour former un bloc de sonle dans le domaine
temporel ; _ . '

(v) en rejetant des partles prédéterminées dudlt bloc de sortie dans le domalne temporel, pour produlre
un nouvel sneemble de N échantillons de sortle | et

(vi) en délivrant lesdits N échantillons da sortle comme une partie dudit signal de softle.

Proc&dé selon ta revendication 1, dans lequel P est égal azN,

Procédé selon 'une queicangue des revendicatlons précédentes, dans lequel U moins une de ladite transforma-
tion dans le domaine de fréquence et de ladite transformée dans |o domaine de fréquence comprend une trans-
formée da Fourler raplde réelle de 2N points produisant N valeurs comploxes dans ledit bloc de coefficlents dans
le domaine da fréquence. '

Procédé selon la revendication 3, dans laquel ladite transformée inverse comprend une transformée Inverse de
Fourier rapide de N valeurs complexes produlsant des valeurs réelies de 2N pointe dans ladit bloc de cortie.

. Procédé selon 'une quelcongue des revendications précédentes, dans lequel ladite &tape consistant & combliner

ensemble les blocs dentrée dans le domaine de fréquence comprend une multiplication &lément par élémant
desdits blocs d'entrée dans le domaine de fréquence. :

Procédé selon lune qualcongus des revendications précédantes, dans lequel ladlte sommation des blocs filtrés
dans le domaine de fréquence comprond I'additlon élément par slément des blocs,

Procédé selon I'une quelconque des revendications précédentes, dans lequal ladite comblnaison et ladite som-
mation sont exécutées dans une simple opération avec les résultats successits des opérations de combinaison

étant cumulées dans le bloc de sortie dans le domaine de fréquence.

Procéda selon I'une guelconque des revendications précédantes, dans lequel ledit bloc de sortle dans le domaine
tenporel a une lohgueur de 0,5 P. :

12
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Procédé selon fune quelcongue dos ravendications précédentes, dans lequel ladite étape de suppression (v)
comprend la suppression de P-N échantilions.

Procédé selon 'une quelconque des revendications précédentes, dans lequel ladite partie prédéterminéa d'une

réponse impulsionnells désirée comprend M fois N valeurs dans e domalne temporel h(k) ol 0 Sk < NM et le
miéne bloc (0 S m < M) de valeurs est constitué de N polnts d'échantllionnage h(mN) & h(mN + N -1).

Procidé selon la revendication 1, dans lequel ledit procédé est appliqué en parall2le & une série de parties pré-
déterminées d'une réponse impulsionnella globale désirée représentant une caractéristigue de filtre et spécifiée
on fonction de valeurs de réponse dans 1@ domaine tempore! avec les sortles do chaque application parali2le du
procédé étant combingées afin de former une sortle globale qui comprend un filtrage du signal d'entrée avec la
réponse Impulsionnalle globale désirde.

Procadé selon 1a revendication 11, dans lequel lesdites sérles de parties prédéterminées sont de dlifférentes lon-
gueurs. '

Procédd selon la revendication 12, dans lequel les éléments Initiaux desdites séries de parties prédéterminées
sont plus courts que les élémants sulvants docdites séries.

Procédé selon Ia revendication 11, dans lequel le temps d'attente d'application dudh procédé est modifié afin que
chaque application paralldle du procédé produise une sortie pour combinaison substantiellement simultanés,

13
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DIGITAL FILTER HAVING HIGH ACCURACY AND EFFICIENCY

* FIELD OF THE INVEXTICN
| mhe preseat inventios relates ro the art of electronic
sicnal processing, and more particularliy but not exclusively,
5 =2 an elec:rcnic.fil:e_ing environment wherein relatively
nigh accuracy and efficiency is desired and a relativeiy
short lew-tarough delay (termed "latency”) is desired,.

DESCRIPTION OF THE PRIOR ART

With reference to Fig. 1, elgcr:onic filters are
10 =2iiised %o modify the characrteristics ef an incomin
electronic signal so as to provide an output signal which is
modified in some defined fashion. In the case of Fig. i‘a
."notch" Silter is illustrated wherein, in the freguency
comain, Ffreguencies in the spectrum of the incoming signal 51
15 are attenpuated in the F1 to Fp band so as t0 produce
output signal S2. |
Suck filters can be impiemented Srom entirely analog
components although, in more recen:ltimes, there is =
preference, in manv circumstances. 1o implement the f£ilter in
20 a digital fashiom. Digitzal implementation can be by means of
dedicated déigital circuitry or by means of computers (micro
processors) programmed to operate as 2 filter.
Filters have many applications in the field of
electronic mndeliing 0% real world canditions. Fp» exanpie,
25 €il+prs can be used fn orovide a model of the scoustic
characteristics ol rooms oF halls. TFilters are also usec ¢
aodel deficiencies in systems so as 0 apply appropriate

co=rpcTign Sactors Sor she purpose ¢f removing :cancelling:
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Empf.zeit:16/02/2004 153 _ Emef.nr.:615 P.095



16. FEB. 2004 15:30 ADVOKATGRUPPEN/PATENTGRUPPEN NO. 4109 P 36/50

WO 94/01933 ‘ PCI/AU93/00330
-2~ :

imperfections in_signals caused by the ceficiencies.
®reguently It is desirable that such proceésing take

slace in "real %fime"., Also, it_is'desirable that <here is

effectivelv no delay in fjltering of a signal generated in a

real/live environment so that the model:ing/correcting steps

tn

performed by the filter are, tp all intents and purposes,
without any deléy beiﬁg perceptible to the end user.
To achjeve this the delay introduced by the filter F
while it performs its filtering function must be reduced to a
0 megligible figure. That is, ithe time when signal 51 firsR
sresents to £ilter F and the time when the results of the
€iltering by filter F of thg-first incoming portiﬁn of signal
S1 become available at the output of the filter S2 must bé
aimost the same. The delay between these two events is
bR _hereinafter referréd to as the "jatency" of the filter
system.
Where the filter F is implemented in a digital manner
it may first be necessary to s#mple the incoming signal S1
(via an analog to digital converter) then perform the
20 filtering fgnction and then convert the digital signal back
to an analog signal (by means of a digital to analog
converter). The sampling process takes samples of the

incoming signal at discrete time intervals tj. The time

betwaen each sample is usually the same.

[§ )
AN

The sampling processing 1tself introduces finite delays
into he system. Additionally, where the filter is
implemented'by one o® the popular fast convolution technigues

rhere is a delay introduced which, in very broad terms. :Is

SUBSTITUTE SHEET
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proportzonal to the accuracy (or length) of the filter.
Mathematlcally, the filterzng operation (that is, the step
' of imposing the filter characteristic upon the incoming signal
51 so as to-pfcduce outgoing signal S2) is Known as
5 “"convelution" in the time domain. The step of convolution in
the time domain becomes a multiply operation in the freguency
domain. That is, if the incoming signal 51 is first sampled,
then Fourier transformed into the frequency domain, the
frequency response of the filfar F is vector multiplied.vitn the
10 Fourier transform of the signal 51. The signal is then inverse
Fourier transformed to produce a sampled (convolved) output
(which can be converted back to analog form if regquired).
Figure 2 shows the way a convolver (alsc known as a Finite
Impulse Response (FIR) filter) has its impulse response {ay}
15 measﬁred-(for a convolver operating on a treatment of sampled
data). For a physical filter, a, is zero for All kéo. For a

general input segquence {xkj, the filter's output {¥;) is defined

as:
Yfz Q; Xpi (1)
i=0
20 ‘ A linear filter such as this has a measurable latency, 4,
defined as:~-
a,#0, and

a,=0 forallk < d o
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In other words, ay is the first non-zero value in the output
segquence. The latency d is never negative in a physical system.
in a similar fashion, for a Finite Impulse Response Filter, we
can determine which is the LAST non-zero value in the output

5 sequence.v This will give us the length of the impulse response.

If we call the 1eng£h L'then’this means that ag,,.; ie the last

| non-zero value in the output sequence (see Figure 3).
Typical schemes for implementing FIR filters fall into two
categories:= ‘
10 | 1. Time domain filters that éompute each output sample as
each new inﬁut sample arrives, thus allowing latencies

as low as d=0 or d4=1. Typical filter lengths (I) are

short.
2. Fast convelution filters that coppute a number of
15 cutput samples in a block. Typical filter lengths (/)

can be very long. The lowest achievable latency is

usually related to the filter length, de=l+K or

K«l+d (3)

where K is a measure of the efficiency of the
20 particular algorithm used. A typical value of K, for
the commonly used fast convolution algorithms such as
illustrated in Figs. 4 and 5, is 0.5. |
BRIEF DESCRIPTION OF THE INVENTION
It is an object of at 1aaét a pfeferred embodiment of the
25. present invention to provide a method and apparatus for
performing relatively long convolutions on digital sampled
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<ata so as to provide relatively nlgher efficiencv for a
giver length than is ordinariiy produced with other methods.
o In this specification i% is assumed that the fijiter
tharacteristlics can be modelled as approximatelv linear so
§  hat <he orinciples of superposition can be applied.
Accordingly, in one broad Sorm of the invention there
is provided a;filter with 2 long impulse responsé and low

iatency, built by operating a number of smaller component

<

lters in parallel and combining their outputs by addition.

10 with each ccm?onent filfe: operating with a different delav
such that the net operation of the ensemble of said :ompﬁnent
filters is the same as a single filter with a longer'impﬁisa'
response, and the latency of the enéemble is ecual to the
shortest latency of the said -omponent filters.

15 Preferﬁbly the componenz filters are imflemented in

| different ways, with some filters adapted %o provide low
-atency, and pthér filters adapted to provide longer filter
lengths, such tﬁat the‘ensembie f‘lter.provides botkh low
latency andvlong impulse.response characteristics. |

20 Preferably one or more of the component filters is

3 ]

:mplEhented as a time-domair finite impulse response filte
(bullt with multiply and add operations) and the remainder
are impiemented using a fast convolution method, such that
the time-domain filter(s) provides the lowest latency rorzien

25 the ensemble impulse response, and the fast-convolution

a
"M

Zilter(s) provide the longer Zilter components.
Preferably the fast-convolution filters are built using

ne Discreze Fourier Transiorm 2o %ths Fast FPourier Transfor-n.
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In an alternative preferred form the fast-conveolution
filters are built using the Modified Discrete Fourier
Transform as described in this specificatiun;

IPreferably a group Or groups of more than one of the

5 component filters are implemented using fast cbnvolution
technigues with the coﬁponent filters in each group using a
transform of the same length, énd wherein only one transform
cperation is performed for each group, so that the component

 filters in each group share the transformed output from the

10 respective transform operation.

In an alternative prefefred fcfm a group or groups of
more than one of the component filters are implemented using
fast convolution techniques wlth the component fiiters in
each group using a transform of the same length. and wherein

15 “only one inverse transform operation is performed for each
group, so that the output from the component filters in each
group is summed before being passed to the respective inverse
transform operatiﬁn.

In a further alternative preferred form a group or

20 -groups of more than one of thevcbmponent filters are
implemented using fast convolution technigues with the
component filters in each group using a transform of the same
length, and wherein only one transform operation is performed
for each group, so that the component filters in each group

25 share the transformed output from the respectiVE transform
_opération; and wherein a group cr'groups of more than one of
the component filter; are implemented using fast convolution

technigues with the component filters in each group using &
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~ransform of the same iength, and where;n onlv .one inverse
-ransform operation is performed €pr eacn ¢rocup, SC that <he
output from the component Zi’ters in each growR is summed
sefore being passéd tcvthg respective inverse‘transfcrm
operation. |

In a further oroad form oI tae iavention there is
provided a method for building a digital f£ilter with a long

impulse response and low latency, buils by operating a number

of smaller ccmponeﬁt_filters in parallel and combining their

cutputs by addizion, with eack compeoneat Zilter operating
with a different delay such that the net operation of the

ensemble of sald compopent filters is the same as a single

filter with a longer impulse response., and the latency of the

ensemble is‘equal £o the shortest latency of the said
component filters,

Preferably the component filters are implemented in
different ways, with some filters adapted to provide low
latency., and other filters adapted to prcvidé longer Iilter
lengths, such that the ensemble filter provides both low
iatency and lbng impulse response charactefisti:#.

Preferably one or more of the component filters is
implemented as a time-domain finite impulse response filter
{built with multiply and add operations) and the remainder
zre immlemented using a fast convolution method, such that
the time-domain filter(s) provides the lowesz latency portion
~% the ensemble impulse resgnﬁse, ané *the Zfast-convolutien

€ilter(s) provide the lcnger filter components.
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Prefersbly the fast-convolution Iilters are puilt =sing
she Discrete Fourier Transform or the ?ast Fourier Transicrm.
areferably the fast—coﬁvolution filters are buill using
the Modified Discrete Fourler :ransform as described in this
5 specification.

Prefefably a group or groups of more than one of .the
component filters are implemented using fast convolution
technigues with the compohent filters in each group using a
transfofm of the same length, and wherein_qnly one transform

i0 operation is performed for each group, so that the component
filters in each group sﬁare the transformed output from the
respective transform operation.

In an alternative preferred Sorm a group Or groups of
more than one of the component £ilters are implemented using

15 fast convolution technigues with the component filters in
each grﬁup using a transform of the same length, and wherein
only cone inver#e transform operation is performed for each
group, so0 that the output Ircm the com?onent filters in each
group is summed before being passed to the respective inverse

20 transform operation.

in a further alternative preferred form a group oT
groups of more thanbone of the component filters are
-implemented using fast cunvolution technigques with the
component filters irp each group using a transform o the same

25 iengthk, and wherein only one transiorm operstion is performed

| far each.g:oup. so that the component Zil%ers in each group
share the transformed cutput from the respective transform

operation: wnereir & gIoub CT groups oI more than one ci the
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soemponent Silters are implemented using fast convolution

technigues with the component £ilters in each group using a

+ransform of the same length, and wherein only one inverse

<ransform operation 1is pé:formed for each group, 50 that the
output Zrom the component filters in each group is summed

before being passed to the respective inverse *ransform

_ overation.

In yet a further »road form of the invention there is
provided a digital filfter for filtering overlapped groupings

of consecutive samples &, b, C, d...., said filter comprising

a transform processor of length m, and N filter processors,

each of iength k, an adder adapted to sum the outputs as they
are fed in parallel from said N filter processors, an inverse
<ransform processor of length m; sajé consecutive samples a,
b, e, &, ..... being fed in blocks of length‘m, each of ssid
vlocks being passed through said transform orocessor and then
through each of said N filter pfocessors with a delay of zero

before being passed through a first filter'processor of said

N filter processors, a delay of k before being passed through

a second filter processor and So on up +0 a delay of (N-1)k
before being passed through the Nth filter processor; whereby
a filter of effective length Nk is effected with a>létepcy
corresponding to that of a conventional filter of length k.
Tn a further broad form of the inventien there is
provided a method of implementing 2 filter with a relatively
high léngth/laténcy efficiency X: éaid method comprising

=ransforming progressive, consecutive and cverlapping
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portions of input data into the fre@uency domain. 0 produce
corresponding transformed data. storing said corresponding
t:ansfﬁrﬁed data, so as to effect vassing said vorticns of
transformed data through a transform processof consecurively;
feeding a firét transformed portion through z first Zilter
function processor: then feeding said first transformed
portion through an N-1th filter function processor whilst an
N-ith transfoermed portion is being fed through said first
filter function prncessdr: and so on so that a continuously
moving N consecutive blocks of input data are transformed and
passed through N filter function processcrs;-aﬁding the
output from said N filter function processors; inverse
transforming saidvuutput: performing a discard cberatiun as
necessary whéreby consecutive portions of filtered output
data are produced from said prugfessiva, consecutive and
overliapping portions of input data.

In a further broad ferm of the invention there is
provided a method of implementing a filter with a relatively
high length/latency efficiency K; said method comprising
applving a mathematical transform to progressive, consecutive
and overlapping portions of input data so as to produce
corresponding tTransformed data; performing = mathematical
o?eration on individual ones (i.,e. two or more) of said
transformed data: superposing (by #ddition) the data
resulting from said mathematical operatiogs so as to >roduce
resultant data:; applving an inverse mathematical transform to

said resultant data so as to produce filtered outpur <ata.
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Preferably each sald filter function processor is
processing a filter whose Impulse Response 1s half the length
of the transform processor.

Preferably said transform processor jis a Fast Fourier
Transform Processor and said_inverse transform prbcesscr is
an inverée Fast>Fourier Transform Processor and said filter
function_processor is éffected by & multiply operation of
transformed input daté with an impulse response corresponding

to a selected portion of a desired impulse response for the

. entire filter.

Preferably said méthcd is optimized whereby an
approximately egqual amount cf proheasihg time is spent on
Fourler transformation as on filter function (multi;ly)‘ |
ocperation.

In a further broad fcrm.uf the invention there is
provided a method of implementing a filter with a relativelv
high length/latency efficiency K; said method comprising

transforming progressive, consecutive and overlapping

- portions of input data into the freguency domain, performing

a mathematical operation on individual ones of said
transformed signals,vsuperposing (by addition) the
consecutive signals resulting from said mathematical
operations, inverse transforming the resultant signai from
the freguencv domain back to the time domain and outputting
said signal.

Preferably said transform is a Fast Fourier Transform

and said inverse transform is an Inverse Fast Fourier

Transform.
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Preferably said mathematical operation is a vector
multipiv ©f the Fourier transformed input signal segment with
the freguency response of the desired {time domain) filter

characteristic.

3 Preferably the underlying overation is an overiap and
discard operation on successive, overlapping portions of
input data.

v Alternately *he underlying operation is an overlap and
add operation on sucéessiveh overlapping portions of input
i0 gateqd.

In a particular preferred form the Fourier transform of
any given Sverlapping blo:kvof input samples is taken only
once and reused as reguired.

Preferably,bthé inverse Fourier transform of any given

15 summed grouping of filtered data is performed only once.

In a particular preferred form the above des:ribed'
method is utilised to implement at least some of the filter
modules of = compesite electrical filter; said composite
electrical filter comprising a plu?ality of filter modules

20 arranged to receive in parallel an incoming input signal for
filtering: the output {rom each of said filter modules being
summe@vtu produce a composite filtered output signal: each
of sald filter modules adapted to have an impulse resvponse
that is a selected portion of the impulse response of the

25 somposite filter. |

It is preferable to minimise the ove}iap of the

selected portions of impulse response, or to make them not

overlap at alil.
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Preferably the length of each of said filter modules is
2ilferent with the characteristic of the shorter length
filter modules adapted to process first (or eﬁrliér) Dortions
of said impulse response and longer length filter modules

adapted to process following (or later) vportions of said

.impulse regponse.

. Preferably said longer length filter modules are

, adapteﬂ to filter progressively longer pertions of said

impulse resvonse.

In a particular preferred form, <he shortest ﬁodu;e of
said plurailty of Sfilter mﬁdules is a time-domain (low
latency) filter whilst additionai cnes of said filter modules
are lenger fast-convolution (longer latency) filters
implemented using the Fast Fourier Transform method described
above or other traditional fast convolution methods.

I+ is an object of at least a further nreferred
embadiment of the pre=sent invention to provide a method and
apparatus for performihg relatively long convolutions on
digital sampled data so as to provide relatively lower
latency than is osdinarily incurred with cther methods.

It is assumed that the filter characteristics can be

modelled as approximately linear so that the principles of

- superpasition can be applied,

Accordingly, in vet a further broad form of the
invention, there is provided a composite electrical filter
comprising a plurality of filter modules arranged to receive

in parallel an incoming input signal for filtering: the

custput £rom each of said filter modules being summed *co
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vroduce a comvosite f£iltered output signal: each of said

Zilter modules adapted to nave an impulse response that is a

selected portion of the imbulse response of the composite
filter.

It is preferable to minimise the overlap of the
selected portions of impulse response, or to makeAthem th
overlap at all.

Preferably the length of each of said filter modules is
different with the characteristic of the shorter length
filter modules adapted'to process first (or earlier) portions
of ' said impulse response and longer length filter modules |
adapted to process following (or later) portions of said
impulse response.

| Preferably said longer length filter muduies are
adapted to filter progressively longer portions of said
impulse response. |

In a particular preferred form, the shortest module of
said plurality of filter modules is a time-domain (low
latency) filter whilst additional ones of said filter modules
are longer fast-convelution (longer latency) filters.

Preferably only the shortest of said filter modules jis

-2 time domain filter.

In.a further particular preferred form, where the
number of said filter modules is N comprising filters F.,
Fp...Fy filter module F; is a filter with vervy low
latency implemented with time domain techniguss whils+ all
other filter modules F; are implemented with fast

sonvolution technigues and these fast convolution filters
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' T:; are composed of a sequence of Tiltere each with longer

£ilter iength than its nreuecessor and hence each with longer
latency. but stil] preserving the property that
¢j+1=d:+1s whereby it is ensured that the composite

ilver F output formed by summing zogether the N component

L]

rh

iiker outputs has an impulse response without anv "holes" in
it.

In a further kroad form of the invention there is

provided a method of filtering sampled data so0 as to achieve

A relatively long lengih but short latency filtering of said
data, said method comprising passing said data in parallel
through a plurality of sub-filtérs and summing the ocurput
samples from‘all of said sub-filters to produce filtered
sampled data: and wherein the Impulse Resvonse of each of
said suyb-filters is é'selected portion of the desired Impulse
Response of the filter characteristi: Tequired to droduce
s3id filtered sampled data from said sampled data and wherein
each said selected vortion is selected for each cof =aid sub-
filters such that the output from all of said sub-filters,
wpen summed, behavés as if filtered through a filter having
sald desired Impulse Response.

In é particular implementation of the jnvention, there
is provided a method and filter ineorporating a fourier
transform processor adapted to efficiently transform strings
of real numbers: said probesso: operating accorfing o <he
Zoliowing method:

2. Take the inpu: vector x(k) of length N, where each

element of x(ik) is real.
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2. Create the vector x'(l), a complex vector of length N/2

by application of the following:

-
20 =l -jx+D)e ¥ for 0s1<NR2 o

-3, Compute the N/2 point DFT of x'(l) to give the N/2

5 complex result vector Z(p):

Z(p)=DFT 4, [*'(D] Qo)

Embodiments of the invention will now be described with
reference to the aécompanyihg drawings wherein:-
BRIEF DESCRIPTION OF THE DRAWINGS
10 Fig. 1 is a generalised block diagram of a filter
| operation in the fregquency domain,
Fig. 2 defines the basic terminology used for a
convolution filter,
Fig. 3 defines the latency and length of the filter of

15. Fig. 2;

Fig. 4 illustrates in a diagrammatic flow chart form, a
prior art method of processing sampled data by a
Fast Fourier Transform approach,

Fig. 5 further illustrates the approach of Fig. 4,

20 Fig. 6,7,8 develop a method of filtering according to a
generalised first embodizent of the invention
wvhereby a relatively high efficiency factor K can
be achieved as compared with the approach of Fig.

4,

N —
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js a diagram of an embodiment of the
jnvention implementing the method of Fig. B
where the number of sub-filters is §,
iilustrates in block diagram form a summed
filter a part of which can be implemented
advantageously with the filter of Fig. 8,
is a block diagram of <he summed filter of
Pig. 10 incorporating sub-filters some of
which implement the method of Fig. 8,
illustrates the manner of processing of an
input signal by an example of the $ilter
arrangement of Fig. 10 which qrilised five
f£ilter portions,

jllustrates the manner of selection of the
filter characteristics of the filter of
Fig. 12,

is a bloc diagram of an alternative
implementation of the summed £ilter oZ Fig,
8,

jllystrates a typical flow of a (prior art)
fast convolution algorithm implementation
suitable for filters Fp - F5 of Fig.

12,

s]:ugstrates a DFT engine which forms the
basis for an explanation of a fourier
eransform algorithm optimised to process

real number strings, and
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Fig. 17 is a block diagram of a further embodiaent

£ 3

of the inventlion wherein the summed £ilter
of Fig. 10 is implemented utilizing a
Modified Discrete Fourier Transio:m.

] DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS CF_THE:

INVENTION

1. Bigh Efficiency Filter
rigure 4 illustrates the time-flow of a typical fast-

convolution algerithm. This is an overlap-discard ajlgorithm
0 implemented using the Fast Fourier fransform (FFT). 2M words
of input data that arrives during time segments a and b is
processed fully curing time segment € with a forward FFI, a
vector multiply, and sn inverse FFT. The resulting M words
of output data are buffered, to be presehted at the output
15 during time segment d. The FFT and inverse FFT|1IFFT) are
only used to trancform the data between the time-domain and
freguency domain. The actual filter operation is executed in
the vector multiply operatien, which actually takes only 2
small fraction of the total compute time. So, the relevant
20 parameters of the filterlof Fig. 4 .are:-
Length = M,
Latency = 2ZM,
and, therefore K = 0.5
With reference to Figs. &, 7 and 8, the rationale
25 pehind the method and apparatus according %o at least one
embodiment of the present invention is derived.
Fig. 6 illustrates a filter of length ML where the

2:1+ar characteristics of each of the component filzers F1,
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£2, .... Fpn 8re separate, gigscrete, component portions of

the desired £ilter characteristic for the entire filter
assemblv. The delavs L, 2L.... (M-1) L are imposed as
{llustrated so as to recreate, £ollowing addition, an output
5 Y equivalent to that achieved by passing input samples
% through a filter having the filter characteristic “rom
which the filter characteristic portions for filters Fi,
F2..... were derived. TFig. 7 is derived by implementing the
filters F1, F2.... of Fig. 6 using the Fast Fourier Transiforn
0  algorithm of Fig. 5.

With reference to Fig. 8, reorganisation of the filter
of Fig. 7 allows the use of only one Fast Fourier Transform
module 11 and one inverse Fast Fourier Transform module 12.
Tt is implicit that the Fast Fourler rransform module is

15 adapted to process 2 block of samples from input x) equal
-0 twice the length of each of the filters Fllter 2, Filter
2, Filter 3....-: :1lustrated in Fig. 8.

As previously stated zhe filter characteristic (impulse

response) of each consecutive filter F1, F2.... is taken from
20 and corresponds to consecutive corresponding portions from
*he impulse response degired of the entire filter module.

The time delay L before each Fast Fourier transformed
olock of data is passed through the next £ilter is egumal to
nalf =he sampie length originally processed by the Fast

25 Tourier Transiorm module.

Figure 2 shows the computation of one bluek of output

data, in a similar stvle t©3 Figure 4, but using the improved

iengih/latency efficiency method @erived iz figs. 3. 7 and E.
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mhe method of Fig. 8 as used by Fig. 9 is summarised below.

During time segment h, the input data that arrived

during time segments ¢ and g is FFT'S zné the resultiag block

cf Frequency Domain Input Data is gtored for future use, We

then compute the next block of Frequency putput 2ats, which

1g inverse FFT'd and presented as output during time segment

i. The old way of computing fast-convolution simply took the

latest block of Frequency pomain Input Data, and multiplied

it by a vector that represents the desired filter response,
<o get the new Freguency Domain Qutput Data. ~he improved

length/latency afficiency methed uses a number of previous

Fraguency pomain Input Data blocks to compute the new

Freguency Domain Output Data bleck, as shown in Figure 8. In

this example, <he blocks of filter data are called Filter A,

Filter B, ..-, Filter F. In this example, the filter

implemented is & times as long as the filter implemented in

figure 4, but with no greater latency. By comparison with

Fig. 4. the relevant parameters of the filter of Fig. 9 are:-

Length = 6M,
Latency = 2zM,

and, therefore K = 3

Fig. 8 summarises the logic behind the implementation

of the embodiment of Fig. 9.

Particularly, it wili be noted that the progressive

eiays L, 2L, 5L, ...(M=2)L of Fig. s are achieved iz Fig. 8

ph

by the taking of delayed, overlapped groupings of cansecutive

samples &, b, G, 8, +.-
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The above described £ilter arrangement can be used

advantageously in a jow-latency FiR £il%

as illustrated in Fig. i0.

Figure 10 shows an architecture for implementing an
£ilter by adding together N filters. 1f esch filter is
~haracterised as: Filter Fj, latency dj, length 1i,
then generally the N filteré are chosen so that their

iatencies are ordered in ascending order, and furthermore

d341=d3+l;. This means that the first non-zero value

* in the impulse response of filter Fj.3, comes immediately

following <he last non-zero value in the impulse response
2ilter Fi;. Hence this summation of filters results ina
single, longer filter with its impulse response being the
of the impulse responses of the N component filters.

The impertant property of this filter is the
iength/latency efficjency, K, which is higher than any of

component filter efficiencies.

6

PCT/AU93/00330

er arrangement such

FIR

of

sunm

the

That is, the filter of Fig. !0 uses the technigue of

adding together several filters to form a new €ilter which is

as long as the sum of the component f£ilter lengths, and whose

latency is as short as the latency of the lowest-latency

component filter.

Fig. 11 shows an implementation‘of the low-latency

filter 10 of Fig. .0 wherein there are three cilter modules

sz, T2, F3. The first module F1 is a low-latency (d=0) time

domain filter whilst €ilters F2 and F3 are impiemented

according To the embcdiment'described in ;espect of Figs. 8

and 2.
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2. A low-latencv FIR filter

As previously described. Fig, 10 shows an architeccture
for implementing an ¥IR filter by addim +ggether N IZilters.
T¢ eack filter is characterised as: Filter F;, -ateacy

L d;, length 1;, then generally the N f£ilters are chosen 80 _
chat their latencies are ordered in ascending or?er, and
furthermore di4sy=di+tlj. This means that the f£irst non-
zero value in the impulse response pf filter Fj4y., comes
jmmediately following the 1ast non-zero value in the impulse

10 response of £ilter Fi. Hence this summation of f£ilters-
resulte in a single, longer filter with its impulse response
being the sum of the impulse responses of the N component
filters.

The important property of this filter is the

18 length/latency efficiency, X, which is higher than any of the
component £ilter efficlencies.

That is, the filter of Figs. 10 and 12 uses the
+echnique of adding together several filters to form a new
filter which is as long as the sum of the component filter

20 lengths, and whose latency js as short as the latency of the
iowest-latency component €ilter.

Particularly, the composite filter assembly of Fig. 12
utiliges the technique of combining a first time-domain (low
zateacy) £ilter with additional fast-convolution (longer

25 latency) filters T0 maximise filter.length while minimising
latency. This technique is implemented by adding together N
i1iters, Fa, Fo. ..-.Fy wnere F, is 8 €ilter with very

iow latency, implemented with time-domain tecnniques, and the
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other Silters., 7j. 2I¢ pach implemented with fast-
esnvolution technigques. More specifically, ~he assembly
adopts the technigue whereby the N-1 sast-coavelution
£:lters, Fi, 2re composed of a sequence of £ilters, each with
ionger filter length than 3Its predecesscr. and hence each
with longer latency, but s¢ill preserving the property that
dipe=djtli. vhis ensures that the filter, 7, which Is

made by summing together the'N component filters, has an
impulse response without any "poles" in it.

With particular reference to Fig. 12 the composite
£ilter T comprises five filter portions Fl. F2, 73, F4 and
F5. The impulse response ax of the composite filter ¥ is
jllustrated at the top of Fig. 12 and has 2 total sampie
lsngth of 1024 samples.

Filter F1 has an impulse reSponse comprising the first
64 samples of the impulge response 2. That is, the fllter
has a length of 64 samples, The filter as implemented has a
ow latency filter {such as 5 referenced i Moteorela
document APR 7/D in respect of the DSP 56000 series of
Integrated circuits). This £ilter has an effective latency

of O.

The subsequent £ilters F2, F3. F4, 5 are implemented
using fast convolution digital techniques. Fig. 18
:1justrates the pagic aigorithm forT such +“eczhnigues which
comprises taking the fast Fourier ~ransform of the incoming

sampled cata, mulsiplving the rransformed data sampies 9y <he

impulse response of tha filter, conver<ing the fast Tourier

1h

-ransformed data samples back %2 ena —ime domajn SY wse °° =1
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inverse fast Fourier transform a2nd then outputIing the cdata.
An overlap/discard method is used whereby oalvy a oortion cf
+he output data is utilised.

The iength and latency o€ the additional Zfilters F2.
r3, 74, F5 is selected according to the rule jliustrated
diagrammatically ia Fig. .3, whereby each filter portion has
a latency egual to the sum of the jength and the latency of
the immediatgly preceding filter portion.

In this case the end result is a filter having a total
iength of 1024 samples and a ljatency of 0.

Fig. 14 illustrates a variation of the filter of Fig. 3
wherein delay 1is jntroduced after the filter algorithm is
applied in the freguency domain.

3. oﬁtimized Real String Handling

With reference to Flg. 16, a common method of frequency
analysis is via the Discrete Fourier Transform (hereafter
referred to as the DFT), which can be implemented efficiently
in eleectronlc apparafus using the Fast Fourier Transform
algorithm (hereafter refarred to as the FFT) .

The DFT is formulated to operate efficiently when 1ts
input data and output data =2re both complex (having 2 real
and imaginary component). When the data input to the DFT is
»eal, the output data from the operation will contain some
~edundancy, indicating chat some of the vrocessing that led
<z =his output data was unnecessary .

74 this embodiment what iz described is 2 new «ransform
for operating on real numbers in the digital environment,

<hat has many of the same zpplications as the DFT, bt
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vithout the inefficiencies of the DFT for operation on real
numbers. For the purposes of thie document, the algorithm
described herein will be named the Modified piscrete Fourier
Transform (MDFT).
The DET is computed according to the equation below{
N-1 S2xnk
xXm=Y, o ¥ 6

k=0

If the input data x(k) is real (ie. it has no imaginary

component) , the output data X(n) has the following properties:

X(0)eR
XDeR @)

X(n) = [KW-m]" for O<n<Z .

Where the * operator is used to signify complex
Fonjugation. This means that the imaginary part of X(0), the
imaginary part of X(N/2) and all {X(n) :N/2<n<N} are redundant.
The process.of extracting only the necessary information out of
the DFT output is therefore not trivial.

An alternative transform is shown below:

_zﬂ;ﬁ(..i.)

N-1 o —

Yoy = Y x®e M ®

k=0

This is like a standard DFT except that the output vector

Y(n) represents the signal's frequency components at different

10

frequencies to the DFT.. The output vector Y(n) has redundancies

(ﬁust as the DFT output X(n) has), except that
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the redundant part of the data is more clearly extracted from
Y(n) that from X(n). The redundancy in Y(n) that results when

x(k) is real can be expressed as follows:

Y(n) = [FN-1-n)I @

5 This implies that the second half of this vector Y(n) is
simply the complex conjugate of the first half, so that only the
£irst half of the output vector is required to contain all of
the information, when x(k) is real.

" An alternative view of the above equation is that all of

10 the odd elements of the vector are simply the complex conjugate

of the even elements:

¥(1) = N-2)1°
Y(3) = [(YIV-9))°

Y(N-3) = @)
15 Y(N-1) = YOI
' This means that we only need to cempute the even elements
of ¥(n) to obtain all of the required information from the
modified DFT of the real signal x(k). We can name the array

Z(p) the array that contains the even elements from Y(n), as

20 follows:
Z(p) = YEp) for 0sp<= ©
Based on our previous egquation for Y(n), we get:
vy | weed)
Z(p) = Y(2p) = Y x(R)e " ™

&0

whbich after some manipulation becomesS:

L;"l ] Zxjk -exjpk
25 Zp) = Y IxH) -jx(k*--’;—)]e N g D ®)

LD

GUBSTITUTE SHEET

Empf.zeit216/02/2004 15:38 Emef .nr.:077 P.O11



16. FEB. 2004 15:37 ADVOKATGRUPPEN/PATENTGRUPPEN NO. 4110 P. 12

10

15

20

WO 94/01933 . PCT/AU93/00330

if we create an N/2 length complex vector from the N length real

vector:

2D = [x(D-jx(+Dle ¥ for 0sI<N2 ®)

then we can see that:

Z(p) = DFTyiX(®) (10)

This means that we have computed the vector Z(p) by using a

DFT of length N/2.

We say that Z(p)=MDFT[x(k)] (vhere MDFT indicates the

Modified Discrete Fourier Transform operator). The procedure to

follow for computing Z(p) is then as follows:
1. Take the input vector x(k) of length N, where each

element of x(k) is real.

2. Create the vector x'(n,‘a complex vector of length N/2

by the method of egquation (9) above.
3. Compute the N/2 point DFT of x'(l) to give the N/2

complex result vector Z(p) -

The MDFT has many properties that make it useful in similar
applications to the DFT. Firstly, it can be used to perform

linear convolution in the same way as the DFT. Secondly, it has

an inverse transform that locks very similar to the forward

transform:

%8 = IDFT [ ZP)] an

where IDFT indicates the N/2 point Inverse Discrete Fourier
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Transform.
The zlgorithm can be implementec¢ In 33 electronic

apparatus supplied with a set of N real numbers and produciig

N/2 complex outpul numbers, Tepresenting <he MDFT oi the

input data. This apparatus uses digital arithmetic elements

{n

+o perform each of the arithmetic operations as described in
the preceding text.
another embodiment of the present invention is a pair
of apparatus, the first of which computes an MDET as
i0 dpseribed in the previous paragraph, and the second of which
computes an inverse MDFT, using the arithme%ic procedures
described previously in this document. 3Y vassing overlapped
blocks of data from a continuous stream of input data through
+he MDFT computer, then multiplying the Z(p) coefficients by
15 appropriate filter coefficients, then passing the resulting
data *hrough the Inverse MDFT computer, and recombining
segments of cutput data appropriately, 2 modified Fast
Sonvolution processor can be built.
The above deseribed a modification to the DFI that
29 jakes it more useful in & number of applications particularly
but not limited to the =eal time filter applications
previously described. All of these eﬁtensions to the DFT can
aiso be applied to the FFT algorithm and other fast
implementations of %he DFT.
28 Example 1
?ijg. =7 iilustrates an implementation of the summed

<:ijter of Pig. 1l wnerein the Modified Discrete Fourier

~-ansform {MDFT} Gescribeé immediateiy apove is aprlied feoT
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+he purposes of transforming the data stream into the
freguency domain and the co=responding Iaverse Modéirfied
Discrete Fourier m-ansform (IMDFT) IS avpplied following
application of the £i1ter algorithm and prior to discard for

5 conversion from the freguency domain. —

In filter F2 of Fig., -7, <he MDFT takes 64 real words
of input and produces 32 complex words of output. The IMDFT
takes 32 complex words of input and produces 64 real words of
output.

0 ~ In f£ilter F3 of FPig. 17 the MDFT takes 256 real words
of input apd produces 128 complex words of output. The IMDFT
+akes 128 complex words of input and produces 256 real words
of output.

The €ilter of Fig. 17 is implemented using a Motorola

15 DSP 56001 processer incoporating software (bootable from ROM
or from another host computer) to implement the algozithm.
The delav elements are jmplemented using a bank of external
memory chips comprising three MCM 6206 memory chips.

Data input and output between the snalog and digltal

20 domains is effected by an ADC and DAC chip, the crystal CS
4216, communicating via the syncrhonous serial commuaication
port of the DSP 56001.

INDUSTRIAL APPLICABI LITY

, Embodiments cf the invention may be applied <o digital

23 filters implemented in goftware, hardware or a combination of
soth for applications euch as audioc filtering of electronic
modelling of acoustic gystem characteristics, The method is

ureadly applicabie in sue fielé cf signal orocessing and can
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be used to advantage. fors exampie. in: adaptive £iitering:

audioc reverberation processing: adaptive echo cancellation;

spatial processing: vir=zual reality audio: correlation,

radar; radar pulse compression; deconvolutiorn; seismic

analysis: telecommunications; pattera recognition: robotics:

3D acoustic modelling; audio post production (includiac

audio egqualisation:

compression; sSonar; wltrasenics; secure communication

systems: digltal audio broadcast, acoustic analysis;

sprveillance: noise ecsncellation; echc cance=llatlion.
The above describes only some embodiments of the

present invention and modifications obvious to those skilled
in the art can be made thereto without departing from the

scope and spirit of the present-invention.
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CLAIMS
1. A digital filter with a long impulse response and low

latency, built by operating a number of smaller component
filters in parallel and combining their outputs by addition,
with each component filter operating with a different delay
such that the net operation of the ensemble of said component
filters is the same as a single filter with a longer impulse
response, and the latency of the ensemble is egual to the
shortest latency of the said component filters.

5. - The filter of claim 1 wherein the component filters are
implemented in different ways, with some filters sdapted to
provide low latency, and other filters adapted to provide
longer filter lengths, such that the ensemble filter provides
both low latency and long impulse response characteristics.
3. The filter of claim 1 wherein one or more of the
component filters is implemented as a time-domain finite
impulse response filter (built with multiply and add
operations) and the remainder are implemented using a fast
convolution method, such that the time-domain filter(s)
provides the lowest latency porticn of the ensemble impulse
response, and the fast-convolution filter(s) provide the
longer filter comﬁonents.

4. The filter of claim 3 wherein the fast-conveolution
filters are built using the Discrete Fourier Transform or the
Fast Fourier Transform.

5. The filter of claim 3 wherein the fast-convolution
filters are built using the Modifled Discrete Fourier

Transform as claimed in claim 33.
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~ne Filter of claim i wherein a g-oup Or Groups {
% the component IIllers are implemented vsin
~onvoiution technigues with the ccmponent Tilters in
zToup usinc 2 —ransiorm ¢ the same ength, and wher=in 2nav
cre transfosm operation is performed IoT gach -group, @4
sne component filters in each group share -he =ransformed
mutput -rom the respective transiorn opersation.

T, The filter of claim 1 wherein a group or groubps of more
+han one of the component filters are inpiemented using fast
convalutisn techniqueé with the component Zilters in each

ising a transform p# the same iength, and wherein only

group
one inverse transform operation is performed for each Q:oup,
50 that the output Irom the component filters in each group
is summeéd before being passed to the respective inverse
+=ansform operation.

3. The #ilter of claim 1 wherein & group Or groups ci nare
~nan aone of the component €ilters are implemented using fast
—anvol=ticn technigues with +he component filters in eachk
group using a transform of the same length, and wherein only
one transfcrm operation IS performed for each group, o that
+he component f£llters in each group share the transformed
output from the respective transform operation; and wherein a
group €I groups of more than one of the component Zillers are
‘mplemented using fast convoluticn techniques with the

o
-

1sers in each pTOuUp uSing & vransferm cf the same

camponenT

v
L0]

sength, 4and wherein onlv cne Inverse nransform operation

werformed Sar each group, SO *pnat the output Srom the
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somponent filters in each group is summed pefore being passed
~s zhe respective inverse «»ansfo>m operasion.

2, A method for building @2 digital Silter with a long
impulse response and low latency. built by operating a3 numper
ot spaller component filters in parallel and combining thelr
outputs by addition, with each component €ilter operating
w#ith a different delay such that the net operation of the
ensemble of said component filters is the same as a single
£ilter with a longer impuise response, and the latency of the
ansemble is'equal =g the shortest latency cf the saiad
component filters. |

0. The method of claim 9 wherein the component filters are
implemented in different ways, with some filters adapted to
provide low latency, and other filters adapted to provide
longer filter lengths, sueh that the ensemble filter provides
both low latency and long impulse -esponse cﬁaracteristics.
- whe method of claim 3 wherein one or more of the
component filters :Is implemented as a time-domain finiz<e
impulse response £ilter (built with multiply and add
operations) and the remainder are implemented using 2 fast
convolution method, such that the time-domain filter(s)
provides the jowest latency portion of the ensemble impuise
response, and the fast-convolution filter(s) provide the
longer filter components.

12 The method of claim 11 wnerein the fast-convalution

zilters are puilt using the Discrete Fourier mransform or the

Fast Fourier Transform.
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13. “he method of clzim 1i wherein the fast-convclution
£ilrers are built using the Modified Ciscrete Fourier
Transform as claimed in claim 33.

14. The method of claim 39 wherein a group OF groups of more
than one of the component filters are implemented using fast
convolution technigues with the ccﬁponent filters in each
group using a transform of the same length, send wherein only
one transform operation is performed for each grou@. 30 that
the component filters in each group share the transformed
output from the ragpective trangferm operation.

15. The method of claim 9 wherein a group or groups of more
than one of the component filters are implemented using Iast
convolution techniques with the component filters in each
group using a transform of the same length, and wherein only
one inverse transform operation is performed for each group,
so that the output £rom the component filters in each group
ijs summed before being passed to the ragpective inverse
zransform operation.

16. The method of claim 9 wherein a Group or groups of more
than one of the component filters are implemented using fast
convolution technigues with the component filters in each
graup using a transform of the same length, and wherein only
one transform operation is performed fof each group, so that
the component filters in each group share the transformed
cutput from the respective transform operation; wherein a
group Or groups of more than one of the component £ilters are
implemented using fast convolution technigues with the

component Ifilters In each group using 2 transiorm c¢f the sane
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' iength, and wherein cnly one Inverse t-ansform operation Is
performed for each group. =0 zhat the outpuz Srom the
component filters in each group is summed before being rassed
<o the respective inverse transform operation.

17. A digital filter Icr filtering delayed, ave=lapped
groupings of consecutive samples 2, b. €. d..... said filter
somprising a transfofm processor of lergth m, and N filter
processors, each of length k, an adder adapted to sum tka
outputs as thev are fed in parallel <rom said N filter
processors, an inverse transform ProcessoT of lengzh m: said
consecutive samples a, b, ¢, &, ... being fed in bioccks of
iength m, each of said blocks being passed +hrough said
transform processor and then through each of said N filter
processors with a delay of zero before being passed through a
£first filter processor of said N filter processors, a delay
of k before being passed through a second filter processor
and so on up to a delay of (N-1)k% before b=ing »passed tp::ugh
=he Nth filter proceseor; whereby a filtar of effective
length Nk is effected with a latency corresponding to that of
a conventional filter of length K.

18, The £ilter of claim 17 wherein sajid transform Nrocessor
is a form of Fourier Transform Processor and said inverse
transform processor is a form of inverse Fourier Transform
Processor and said filter function processor IS e?fected by a
multiply operation o< +ransformed input dala with freguency
response cer=esponcding o a selected portion of = desired

impulse response £ar the entire filter.
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9, i method of implementing a €ilter with a relatively

fnigh length/latency mcficiency K: saicd method comprising
~=ansiorming progressive, consecutive and overliapping

osortions of input data into the frequency domain, perfoéming
a mathematical operation on individual ones of said
transformed signals, superposing (by additien) the
consecutive signals resulting from said mathematical

operations, inverse transforming the resultant signal from

~he freguency domain pack to the time domain and outputting
said.signal.

20. A method of implementing a filter with a relatively
high length/latency efficiency K; said method comp:ising
applying a mathematical transform to progressive, consecutive
and overlapping portions of imput data so0 as to produce
corresvonding transformed data; performing 2 mathematical
operation on jndjvidual ones (i.e. two or more) of said
transformed data: superposing (by addition) the data
~esuylting from said mathematical operations so as to produce
resultant data; applying an inverse mathematical transform to
said resultant data so as to produce filtered output data.
21, The method of claim 20 wherein said “ransform is a form
of Fourier Transform and said inverse transform is a form of

inverse Fourier Transform and said mathematical operation is

a vector multiply of the Fourier ~ransformed input signal

segment with the frequency responses of segments of the

desired /time domain) filter characteristic.

22. The method of claim 21 wherein the underlying operation

:s an overlasp operatiorn on successive, averlapping pertions
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of ipput data and a discard or add operation on successicn
overlapping blocks of output data (cummanly referred o as an
overlap/save or overlap/add method) .,

23. The method of claim 20 wherein said method is utilised
+o implement at least some of the filter modules of a
composite electrical filter; said composite electrical filter
comprising a plurality of £ilter modules arranged to receive
in parallel an incoming input signal for filtering: <he
output from each of said £ilter modules being summed %o
produce a composite filtered output signal; each of said
£:lter modules adapted to have an impulse responee that is a
selected portion of the impulse response of the composgite
filter,

24. The method of claim 23 including the step of minimising
the overlap of the selected portions of impulse response, oOr
to make them not overlap at all.

285, The method of claim 24 wherein the length of each of
gaid filter modules is different with the characteristic of
the shorter length filter modules adapted to process first
(or earlier) portions of said impulse response and longer
length filter modules adapted to process following (or later)
portions of said impulse response.

26, The method of claim 25 wherein the shortest module of
said plurality of filter modules is a time-domain (low
latency) filter whilst additional ones of said filter modules
are longer fast-cenvolution (longer 1étency) £ilters.

27. A composite electrical filter comprising a plurality of

£:1ter modules arranged to receive in parallel an incoming
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input signal for filtering: the output from each cf said
filter modules being summed %o produce a composite filtered
output signal; each of said filter modules adapted to have
an impulse respense that is 3 selected portion of the impulse
response of the composite £ilter.

28, The filter of claim'27 adapted to minimise the overlap
of the selected portions of impulse response. OT toc make them
not overlap at all.

2%. The filter of‘claim 28 wherein the length of each of
said filter modules is different with the characteristic of
the shorfer length filter modules adapted to process first
(or earlier) portiens of said impulse response and longer
length filter medules adapted to process folluﬁing (or later)

portions of said impulse response.

30. The filter of claim 29 wherein the shortest module of
said plurality of filter modules is a time-domain (low:
latency) filter whilst additional ones of said filter modules
are longer fagt~convolution (longer latency) filters.

31. The filter of claim 27 where the number of said filter
modules is N comprising filters Fy, Fp...Fy and wherein
filter module Fq is a filter with very low latency
implemented with time domain technigues whilst 311 other
filter modulea Fj are implemented with fast convelution
technigues and these fast convolution filters F: are
composed of a sequence of filters each with longer filter
length than 1its predecessor and hence each with longer
latency, but still preserving the property that

d;4q=dj+1; whereby it ijs ensured that the composite
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filter F output formed by summing together the N cemponent
filter outputs has an impulse response without any "holes" in
it.
32. A method of filtering sampled data so as to achieve a
relatively long length but short latency filtering of sald data,
gaid method comprising passing said data in parallel through a
plurality of sub-filters and summing the output samples from all
of said sub-filters to produce filtered sampled data; and
wherein the Impulse Response of each of said sub-filters is a
selected portion of the desired Impulse Response of the filter
characteristic regquired to produce said filtered sampled data
from said sampled data and wherein each said selected portion is
gelected for each of said sub-filters such that the output from
all of said sub-filters, when summed, behaves as if filtered
through a filter having said desired Impulse Response.
33. A fourier transform processor adapted to efficiently
transform strings of real numbers; said processor operating
according to the following method:
1. Take the input vector x(k) of length N, where each

element of X(K) is real.

2. Create the vector x'(]), a complex vector of length N/2

by application of the following:

-njl

20 = -+ Dle ¥ for 0sl<N2 ®)

3. Compute the N/2 point DFT of x'(]) to give the N/2

complex result vecter Z(p):

Z(p) = DFTy[5'D) (10)
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DESCRIPTION

TITLE OF THE IKVENTIOW
Echo Canceller with Short Processing- Delay and
Decreased Multiplication Number

TECHNICAL FIELD , -

The present invention.relates to an' echo canceller
with a short processing delay and a decreased number of
multiplications. |

It is well known that the frequency domain adaptive
filter (FDAF) is superior to the time domain adaptive
filter (TDAF) concerning in the computation number.

This is more realizable when the filter length is
increased, as in the case of the acoustic noise or
acoustic echo cancelling in speech communication systems
having a long impulse response. The reduction in the
computation number is obtained by replacing the convo-
lution in the time domain by multiplication in the
frequency doméin, using a fast Fourier transform (FFT).

However, to realize a linear convolution of the
time domain in the frequency domain, a circular convo-
lution must be considered, and the FFT used with an
overlapped-save method and a block LMS algorithm. If
the length of the block data introduced each time to the
system is long, then the input-output system propagation
delay also will be long, and if the length of the
shifted data is short then the propagation delay will be
short but the multiplication number will be increased.
Note, in the FDAF, the FFT length will be too long when
the acoustic impulse response is tco long. The impulse
response of an acoustic echo path is about several
hundred milliszeconds.

Accordingly, for the above reasons, a new echo
canceller which requires a decreased computation number
and a short propagation delay is required.

BACKGROUND ART

The prior arts will be explained with reference to

Empf .zeit216/02/2004 15:45 Empf .nr.:077 P.043
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Figs. 9 - 14,

An echo canceller in the time domain is, as is well
known and as -shown in Fzg. 9, constructed by a digital
fllter having a finite impulse. response (FIR). type

5 having coefficients ﬂk which are. the estimated values of
an impulse response hk of an echo path to be estimated,
where k =0, 1, ... N—l, and N is the 1ength of the FIR
digital filter. ' :

. Bach coefficient hk is obtained by an adaptive
10 control ix whlch the difference slgnal e(n) between an
echo signal y(n). passed through the echo path to ba
estimated and the estlmated ‘output Q(n) of the FIR filter
is adaptively controlled to be zero. Kndwn adaptive
controls are,; a successlve adaptlve control method and a
15 block adaptlve control method. In the SUCCESSlve
adaptive control method, the coefficients hk are
adaptxvely updated upon each input of one gample of the
input data x(n). In the block adaptive control method,
the. coefficients are not updated until L samples of the
. 20 lnput data have been input, so that the - ‘coefficients are
updated as a lump at one time when L' samples of input
data have been received. .
.' In the successive adaptive control method, the
necessary multipllcatlon aumber for each input sample is
25 2N. That is, N times multzplicatlons are necessary for
calculating tha. output signal ytn), and N times multipli-
.+ cations are necessary for updating the coefficients,
‘resulting in the .need for 2N times multiplications.
In the block adaptive control methed, a fast
30 - Fourier ‘transform (FET) 15 introduced to effect the

' -processing shown im Fig. 9 in the frequency domain, so
that the necessary number of multlpllcatlons can be
Teduced. The FFT by the block. adaptlve control is
well knowu and is described in, for example, "Fast

35 Implementation of ‘LMS Adaptlve F;lters" IEEE TRANSACTION
.ON ACOUSTICS; SPEECH AND SIGNAL PROCESSING, VOL.
ASSP-28, No. -4, AUGUST 1980,

Empf .zeit216/02/2004 15:45 Emef .nr.:077 P.0B0
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The basic concept thereof is as follows. The

convolution expressed by:

A N-1

yn) = & h,-x(n=i) cee (1)

i=0 *

can be considered, as shown in Figs. 10B - 10E, as a sum
of products of the input signal x(n) (Fig. 10A) and the
respective coefficients, where the coefficient series is
shifted by one sample for each imput signal x(m). 1In
the figure, N represents the length of the impulse
response. For L samples after one updating , the
coefficients are not updated by the adaptive control.

Now, consider a series of the input samples x(n)
with a periodic period (N+L-l), each perieod including
(N+L-1) samples x(n-N+l) through x(n+L-1) of the input
data x(n), as shown in Fig. 1lla. On the other hang,
with respect to the coefficients hk » & series with a
periodic peried (N+L-1) is obtained ?X inserting (L-1)
"0"s.between the coefficients hO and hy.1+ Then, by
shifting the coefficients series one sample by one
sample, as shown in Figs. 11B - 11F, (N+L-1) series are
obtained. Each sample of the input data x(p-N+1)
through x(n+L-1) is multiplied to each of the (N+L-1)
series of the coefficients shown in Figs. 11B - 11F.
Then, the multiplied results are summed to obtain an
ocutput series z(n) having a period of (N+L-1l). As is
apparent from Figs. 10A - 10E and 11A - 11F, the latter
half L samples of the series z(n) is equal to the
series y(n).

In another aspect, the well known eyclic convolution
shown in Figs, 1l1A - 11F is such that the discrete
Fourier transform (DFT) of the output is expressed by
the products of the DFT of each input (see, for example,
"digital signal processing" ...). Therefore, the
above-mentioned expression (1) can be realized by a
constitution shown in Fig. 12,

Referring to Fig. 12,

Empf.zeit:16/02/2004 15246 Empf.nr.:077 P.0OB]
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( 0" g v=*r L-z) . .
=m(h0(l§).hl(k), ...,.hN;_l(k)','o,'...,o o
- N : ves (2)
can be written.
5 That is, an L sample overlap éaxt 121 regeives
(N-1) Samples of one bleck of input data x(n) and L
samples of the previouslblock of input data, to generate
(N+L~-1) saﬁples of -overlapped elements in which L samples
of the input data are overlapped. An (N+L-1) -point FFT '
10. 122 effects.a fast Fourier transform on the (N+L-1)
samples’ with the, overlapped L elements to generate
(+1-1) elements of Xy(k), X0y Xy gy () Xkl s ovni

15 coeffiéients'ﬂg ’ Hi TRy HﬁfLﬂz are respectively
multiplied, where the estimated coefficients are updated
once dfter iptroducing~éagh block of data, as described
1ater in move detail. The results of the multiplications
" are ‘then subject to ‘inverse fastiFourier~transfbfm .
20 (IPET) in the (W4L-1)-point IFFT 123. The output 7 (n)
isjobtained at the outputs of an output processing
part 124, by considering only the last half L elements
of the outputs of the (N+L-1)-point IFFT 123, or by
discarding the first (N-1) elements of the outputs of
25 the IFFT 123. .The error signal e(n) is obtained by
gubtracting the estimated output Q(n) from the echo
signal y(n) transmitted via the echo path. The adaptive
control is effected so as to lead the error signal ef(n)
to be zero. S '
30 The update control of the coefficients Hi is as
follows. : T :
The equation for the update control of the : x
coefficients is expressed as: - '

o
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-~ 5 =
— -'1 . ,
ho((k+l)°L) hy (k L) ’\
hl( (k+1) L) hl(k'L)
| By (28 |y 002
g -7
Ee(k-L+z)-x(k-L+z)
=0
+ 23 fe(k-L+2) x(kL+2=1) cee (D)
=0 !
L-1
Te(k:L+s) x (kL+2-N+1)

LR.=0

The calculation of the second term in the right

nand side of the above equat
Figs., 13A - 13F, as follows.

jon is effected, as shown in
That is, consider a series

of the input data x(n) with a period (N+L-1), and

consider a series with (N+L-

1) period including L

samples of error data e(n), e(n+l), ..y e(n+L-1) and
(N-1) "0"s padded. Each element of the input data

series x(n-¥+l), ..., X(n+L=
series including the error 4

1) is multiplied to the
ata and the "0"s.

The series with the (N+L-1) period including error

data and "0"s is shifted one

element by one element in

response to an input data sample SO that (N+L-1l) series

are obtained as shown in Figs. 13B - 13F. Then, each
element of the input data series in the (N+L-1) period
is multiplied with each of the (N+L-1) series shown in

Figs. 13B =~ 13F, and the sum
from this sum, the preceding

of the products is obtained
N samples are output as the

second term of the right hand side of the equation (3).

A theory is known for a

periodic correlation
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" gunction which is obtained by the product of the DFT of

one input and the complex conjugate of the DFT of the

" other input (see,.for'example, "Theory and Application
of Digital Sigmal Processing® written by R. Rabiner and

B, Gold, 6.18,.P 403) . '
‘Figure 14 is & block diagram of a conventional echo

canceller using the block LMS algorithms and including
the updating portion of the coefficients utilizing the
abiove mentioned theory. In Fig. 14, 140 is an overlap

processing part; 141 is an  (N+L-1)-point FFT; 142 is a

complex multiplication part; 143 is an (N+L=«l) point

jriverse FFT; l44 is an output processing part for
outputting the last L samples; 145 is a zera padding
part; 146 is an (N+L-1) point FET, 147 is a complex
multiplication part; 148 is an IFFT; and 149 is an FFT.
' Assuming that the response length is N, then the
overlap processing.part 140 receives an inpwt signal
%(n) and makes (N+[-1) semples as one block. Then, by

.

© - oyerlapping L samples of one block and the successive

20

25

- 30

33

block, the overlap processing part 140 outputs (N+L=1)
samples of the input data z(n) - _
The (N+L-1) point FET 141 receives each block of

the input data x(n} to carry out a Fourier transform on

each received block so that the imput data x(n), which

is represented in the time domain, is transformed to the

Signals XO (k) r xl (k) ? .~ .e X(N+L_2) (k) I WhiCh- are

. represented in the frequency domain.

In the COmplex=mnltiplication'part 142, the
coefficients Hg ’ Hif, ooy H§+L"2 are respectively

nultiplied o the signals X, (k), %y (K}, Ceor Rpuzezy

in the frequency domain.

The (N+L-1) point IFFT 143 receives the results of
the multiplications and transforms the signals from the

frequency ' domain representation to the time domain
representation..

The putput‘processiné part 144 receives the (N+L-1)

samples of the time domain representation and outputs

NCL 4117 - b

004 16.02.2004 .50
l’buarouuw.a%‘r) :50:46
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the last L samples thereof. The output signal Q(n) is
subtracted from the echo signal y(n) passed through the
acoustic eche path, resulting in an error signal e(n).
The error signal e(n) has L samples. In the zero
padding part 145, (N=1) "0"s are padded in the portion
preceding the 1 samples of the error signal e(n).
The (N+L-l) point FFT 146 receives the (N+L-1)

samples of the ngns and error signal e(n) to transform

them into signals Eg ' Ei  ener (R+L-2) in the

10 frequency domain.
At the complex multiplication part 147, the signals

Eg , EL , ees E(N+L'2) and the complex conjugates of
the signals xo(k). Xl(k), x(N+L—2)k are respectively
multiplied. The multiplied results are applied to the

15 IFFT 148 so that the signals are ¢ransformed from the
frequency domain representation to the time domain
representation. The preceding N gamples of the output
of the IFFT 148 are supplied to the FFT 149, while the -
FFT 149 receives (L-1) samples of "0"s as the last (L-l)'

26 samples of the input signal. Thus, at the output of the
I{FT 149, upigtgng parts-of the tap coefficienés Hy »

HE , anee Hﬂ are obtained. The tap coefficients are
once updated, or in other words, refreshed, after
introducing each block of the input data x(n) .

25 The refreshing of the tap coefficients is further
_described. The tap coefficients are updated at each
input of one block. Assuming that the L samples
constitute one adaptation block, and assuming that k is
an integer, then, as the coefficient values in the

39 period between kL and {KL+(L-1)}, the values of which
were updated at the time KL, are used. The next
coefficient values at the next time (K+1)L are determined
in such a way that the sum of the squares of the errors
during the period between KL and {KL+(L-1)} is made

35 minimum, In this case, assuming that the evaluation

aumber is D, then,
+ LI} (4)

2 2 2
D= egr * Skpep ¥ oot T CKL+(L-1)
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can be obtained. .
The error eKL+l can be expressed as:
CRE+L ii (h - hKL)xKL+E—i o cee (5)

where h represents an- 1mpulse res
. system; hKL represents an
, represents & samp
Whereas, the following equation etands.
L-l

Xprag-i

data.

ed by

h (R+1)E

where pisa constant value.

9D

— ET— —

sh*

L= 0

KL+£ KL+2-1

-1
hl + 2u E

eKL-l—]. KL+L-1

Expression of the

(7) in the vector form is as- follows-

— .-
11tK+1)r.

1
Y

N-l
- (K+1)L

]

g, |

+ 2 ¢

Ir1

z eKLrl-LxKIﬁ-R.

-1
vt ,
=0 'em'zxxw-l

1=l

z em-zxm-z- (N-1)

| =0
cor (8)

‘In the algorithm utilizing an FFT, assume that:

N1 . :
N
Yereg ™ iio Der¥rrae-i

-

(%)

ponse of the actual
estimated impulse response;
1e of the series of the input

and.

(6)

o v

Therefore, the updating of the coeffrcients is express-

(7

equation

'Hif (hgc:,-'.hé ' ‘---, 11‘;'1?- 0/ Qp sedd o ere (0)

h/h1]

15:51:30
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T _
%= er gy 70 AL TR Y Xt (1-1)]
' oo (A1)

V§= (Ym' r mel'l 4 sz § verys YICM'(L-I)) -o'- (].2)

Then, the output vector Y§ is obtained by the latter
half L samples of the cyclic convolution with a periodic
period equal to (N+L-1) of the vectorslﬂ§ and‘X§
expressed by the equations (10) and (11). The FFT of
the output of the cyclic convolution is the products of
the FFT of each element which is subject to convolution,
Therefore, the fundamental structure of the echo
canceller shown in Pig., 14 is constructed by the parts
140 - 144, The coefficients Hg - HéN+L'2) are updated
15 by the outputs of the FFT 149. To update the co-
efficients, (L-1) zeros are padded in the FFT 149 to the

10

second term in the egquation (8) , which is thus changed

as follows.

' [ L-1 A

Lo CK,L#t¥R, Lt

L-1

120 eg L+1%K,L+e-1

L"l ’ ¢ a (13)

L ey r+4*K,L+4-(N-1)
§=0
0

! L 0 _
¢ It is known that the IFFT 148 and the FFT 149 for

updating the coefficients can be omitted (see
"Unconstrained FPrequency-Domain adaptive Filter" D.

/a1

15:51:46
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vangour et al., IEEE vol AsSP-30, Ne. 5, Oct. 1982) .

In the construction shown in Fig. 14, the necessary
s umber of multiptications for each input of one sample
'{s expressed as follows: o

N4L=1, .. N+L-i A _

where (N+L-l) is assumed to be an n-th power of 2. By'
the equation proposed by Mansour et al,, this is '
expressed as: '

N+L~1 N4L-1, - '
.-T{BIOQ.Z{T} + 1.0} . ves (15)

On the other hand, by a gsval adaptive control effected
‘sample by sample ip the time domain, the necessary
aumber of multiplications is as large as 2N.

15. when L and N are nearly equal in order of magnitude,
the value expressed by the eqpation;(l4) or (15) is
small in comparison with the number 2N.

However, in an eche canceller for an acoustic
"systém, the length of the impulse response is so long
39 that the number N becomes several thousand or more.
Whereas, the blockK length L should be as small as
possible, because it provides, as it is, a processing
delay, and in order to minimize the influence due to
fluctuation of the system. If L is sufficiently small
25 . in comparison with N, the value expressed by the
'.éQuation (14) or (15) becomes almost equal to or larger
than 2N. K ' .
Also, if (N+L~1) is not an n-th power of 2, the
echo canc¢eller having the structure shown in Fig. 14

30 cannot operate effectively. For example, assume that N
- 4096 and L = 50, then the FFT portion shown in Fig. 14
must be arranged to éxecute its function at 8096,
resulting in an incréease of the useless portiom.

SUMMARY OF THE INVENTION '

15 In‘viewioi the above problems in the prior art, an
object of the present invention is to provide -a new echo
canceller in which the number: of multiplications is
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decreased and the processing delay is shortened.
To attain the above object. there is provided,

according o the present i

for cancelling an

nvention, an echo canceller

echo signal passed through an echo

path with an impulse response N

receiving an input

end for providing
comprises: an N’

, having an input end for

digital signal serles and an output

an error signal. The echo canceller

sample overlap processing part 10,

connected to the input end, for

digital signal series,
said input digital signa

receiving the input

and for outputting oN' samples of
1 series with N' samples being

overlapped: @ IN'-point fast Fourier transform part,
connected to the N' sample overlap processing part, for

effecting a fast Fourie

r transform on the N' samples

output from the overlap processing part so as to output

oN' points of signals expressed

an FIR filtering part for div
N in said input digitel signa
consisting of W' gamples where

connected to the 2N'-point fast
for adding the multiplied output signals of said

oN'-point fast Fourier

updating part, connected to the

the coefficient of the F

in the frequency domain;

iding said impulse responseé
1 series into k blocks each
x and N are integexs,

Fourier transform part,

transform part; a coefficient

output end, for updating

IR f£iltering part; 2 2N'-point

inverge fast Fourier transform part, connected to the

FIR filtering part,

Fourier cransform

on the output

for effecting an inverse fast

of the FIR filtering

part; an output processing part, connected to the
oN'-point inverse fast Fourier transform part (15), for

deleting the first N' samples

2N'=-point inverse

from the outputs of the

£ast Fourier trangform part and for

outputting the last N' samples
signal; a delay circuit, connected to the echo path, for
delaying the echo signal passed through the echo path by
the N' samples; and a subtractor, connected to the

output processing
obtaining an erro

part and the
r signal corre

as an estimated echo

delay circuit, for
sponding %0 the difference

15:52:22
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petween the 6utput of the delay Gircuit and the estimated

. echo signal.

SRIEF DESCRIPTION OF THE DRAWINGS

rigure 1 is a block diagran showing a general
atructure of an. echo canceller according to an embodiment
of the present invention; . ‘

Fig. 2 shows an FIR £ilter having a tap number 2N‘',
for explaining the basic idea of the present jnvention;

| fiq.'3 is . an equivalent.circuit of the FIR filter
shown in Fig. 2, for explaininglthe pasic idea of the
present ipvenﬁion; :

Fig. 4 is 8 block diagram showing an echo canceller
including the FIR filter shown in Fig. 3, for explaining
the basic idea of the present invention;

Fig. 5 is a bleck diagram showing an echo canceller
realized by the pasic idea shown in Figs., 2 and 3,
according to an embodiment’ of the present invention;

~ Fig. 6 ig a diagram for explaining the concept of

"dividing the FIR filter into k blocks, according to an

embodiment of the present invention;
~ Fig. 7 is a block diagram showing an echo canceller
realized by the concept shown in Pig. 6, according to
anofher embpdimeﬁt of the present invention;
. Fig. 8 is a-block diagram showing an echo canceller
according to still another embodiment of the present

inventiony

Fig. 9 is 2 diagram showing a conventional time
domain_echo canceller; . : '
Figs. 10A to 10E are diagrams for explaining &
conventional~calculation of a convolution;
Figs. 11A to 11F are diagrams for explaining a
coéventional calculation of a'cyclié convolution;
. Fig, 12 is a block diagram showing 2 conventional
block controlution calculation control utilizing FFT;
Figs. 13A to 13F are diagrams for explaining the
updating of the coefficients in a block adaptive -

control; and

CONO AT TP T/

15:52:44
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Fig. 14 is a block diagram showing a conventional
echo canceller with FFT and block adaptive control;

BEST MODE FOR CARRYING OUT THE INVENTION

Figure 1 illustrates & general structuxe of an echo

5 canceller according to an embodiment of the present

jnvention. 1In the figure, a tap number N, which is
determined by the impulse response of the system to be
estimated, is considered to consist of k blocks of N'
samples.‘ Assuming that a frame unit consists of N/k

19 =N samples, then, the part 10 outputs oN' samples (or
2 frames) in which N' samples are overlapped in the
current input and the preceding input. A first
2N'-point FFT 1l receives the 2N' samples from the
part 10 to effect a fast Fourier transform on the-

15 received 2N' samples SO that the signals in the time
domain are converted into the signals in the frequency
domain, In 2 finite impulse response (FIR) filter 12,
each of the 2N'-points output from the first 2N'-point
FFT 11 is delayed by W' x P samples, where 0 ¢ P 2 k-1.

20 The delayed aN' samples are respectively multiplied with
coefficients output from an update control part 17, and
the multiplied outputs are added to obtain 2N' outputs
of the FIR filter 12. A 2N' points IFFT effects an
inverse FFT on the 2N' outputs from the FIR filter 12 so

-5 that the signals of 2N' gamples in the frequency domain
are converted into signals in the time domain.

An output processing part 16 deletes the first half
N' samples from the ocutputs of the 2N' points IFFT 15
and outputs the last N' samples.

30 The update control part 17 effects an updating
process of the coefficients of the FIR filter 1l2.

4 A delay circuit 18 receives an echo component y(n) o

passed through the echo path 19 and delays it by N'

* samples.

35 A subtractor 20 subtracts the output of the last N'
samples of the output processing part 16 from the output
of the delay circuit 8 to obtain error signals.
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5 utilizing FET, -
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- A
value y(n

i.e., &
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g is executed on thé shqrtenad
dividing the impulse response

e the merité of the echo canceller
he small number of multiplications,

‘1t should be noted that the estimated
) is considered to be a sum of the convolution

of each block and the input data x(n] when the impulse

10 which is divided into
The basic concept of the present invention is

response length of the system to be estimated is N,

the blocks each having N' samples.

described with'refgrenca.to-Figs; 2 to 4.
Figure 2 shows an FIR filter having a tap

number 2N'.

15 delay'eléments;
the input signal % (n) .
multipliers, each operaE

In the figure, 21-0 through 21~ (2N'=2) are
- gach providing one sample of delay for

22=-0 through 22~(28'-1) are
ing to muliiply the input sanple

and an estimated value b of the impulse response by of

© the system to be estimated, where k = 0, 1, 2, ...y OI '
50 2M'-1. The multiplied results are added by an adder 23.
The added result is s

by a subtractor 20 to obtain an error signal e(n). An
adaptive control is effected to make the error signal

e(n) zero.

25 The FIR filt

ubtracted from the echo signal y(n]

er having the tap number 2N' shown in

Fig., 2 can be considered to be a composite filter
sncluding & block Bl with a tap number N' and a block B2
with a tap nuﬂbe; N'. Therefore, the FIR £ilter shown

-in Fig. 2 can be expressed as shown in Fig. 3.

2 and 3,.the same reference symbols
represent the same parts. The left side of Fig. 3
includes the block Bl, and the right side of Fig. 3

- 30 In Figs.

includes the block B2,
added by an adder 23-1,

The outputs of the block Bl are
and the output of the adder 23-1

35 1is subtracted from the echo signal y(n) by a subtractor
20-1. The input sigmal x(n) is delayed by N' samples by

delay'elements 24-0 through Z4-{N'-1l) to he inputted
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into the block B2. The outputs of the block B2 are
added by an adder 23-2, and the output of the adder 23-2
jg subtracted from the output of the subtractor 20 O
provide the error signal e(n).

The constitution of the circuit in the right side
or in the left side in Fig. 3 is substantially the same
a5 the conventional constitution shown in Fig. 14 except
for the number of gamples to be processed. Accoxdingly.,
the detailed construction of the echo canceller shown in
Fig. 3 can be depicted as the construction shown in
Fig. 4. :

In Fig. 4, reference symbols 31=1 and 31-2 are N’
overlap processing parts and 2N'-point FFTs8; 32-1 and
32-2 are zero padding parts for padding N' zeros to the
portion preceding the error signal e(n) at the output
our; 33-1 and 33=2 are 2N' point FFT processing parts
for effecting FFT on the outputs of the zero padding
parts 32-1 and 32-2; 34-1 and 34-Z are coefficients
multiplying parts oI, in other words, FIR filtering
parts; 35-1 and 35-2 are 2N' points inverse FFT
processing parts; 36-1 and 36-2 are output processing
parts for outputting the last N' samples by deleting the
preceding N' samples; 37-1 and 37-2 are lnverse FFT
processing parts; amd 38-1 and 38-2 are FFT processing
parts. The IFFT processing parts 37-1 and 37-2 and the
FFT processing parts 3g~l qnd 38-2 operate to provide
the updated coefficients Hg and Ei. As mentioned before
in the description of the prior art, the IFFT processing
parts 37-1 and 37-2 and the FFT processing parts 38-1
and 38-2 for updating the coefficients can be omitted.

The difference between ¢he left side circuit and
the right side circuit in Fig. 4 is that the outputs of
the part 31-2 are respectively delayed by one sample by
delay elements 39-0, 39-1, ...y and 39=-(2N'~1). This
corresponds to the N' samples of the delay elements
shown in the right side circuit in Fig. 3.

Figure 5 shows an equivalent system to the

P. 11/1)

15:53:49
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construction shown in Fig, 4 except that the IFET

' proce531ng parts 37- -1 and 37-2 and the FET parts 38-1"

and 38-2 in Fig. 4 axe omitted in Fig. 5 and the separate
parts 31-1 and 31-2, 32-1 and 32-2, 33-1 and 33-2, 34-1
and 34-2, 35-1 and 35-2, 36-1 and 36-2 in Fig. 4 are

' xespectively combined as unit parts 31 through 36 in

Fig. 5..
In Fig 5, thé FIR filtéring’part 34 has two-divided

portions as already shown in Fig. 2. In one of the

two~divided portions: the 2N' outputs of the W' sample
ovarlap processing part and the 2N' poznt FFT 31 and the
eatinated coefficients: H through H%N -1 are multiplied
to obtain these products. In another one of the two- ‘
lelﬂed po:t;ons, the above-mentloned IN* outputs are
delayed by the delay elements 39~0 through 39=-(2N'-1).
Then, the delayed ‘outpuks are multiplied to the estimated
coefficients Hl through HiN' -1 to obtain these products.
The products, with respect to the first output are summed
by-th‘adderA40 o, Similarly, the products with respect
+o the second, third, ...r and (ZN'-l)th outputs are
respectively cummed by the corresponding adders 40-1
through 40-(28'~1). Thus, at the outputs of these

~dders 40-0 through 40-(2N'-1), IN' ocutputs of the FIR

_£ilter 34 are obtained..

By the systen constructlon shown in-Fig. 5 " the
input signal having ‘the impulse response of N samples is

~divided into two SO that the.- processing is effected on
~each block with N‘ gamples, and the process delay is

shortened to be N’ samples.
In the above—descr;bed embodlment of the present

) .anentxon, the FIR filter ig divlded-into only two for

35

'the sake of simplicity of the description. The present

invention, howevex, is not restricted to the above
enbodiment, and similax considerations are poss;ble even
when the aumber of divisions is increased.

Flgures 6A through 6F are diagrams for explalnlng

_the concept of dividing the FIR filter into k blocks.

14/71

15:54:10
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As shown in Fig. 63, the estimated impulse

response h is divided into k blocks hy hy ¢ oever
, each block consisting of N' samples. Figure 6B

-1
ghows the input gignal x. The output of the FIR filter ¢
£ each block by and the

is the sum of the convolutions ©
The convolutions are shown in Figs. 6C,

input signal X.
8 ho*x, hl*x, ... and

6D, 6B, 6F, .+ 28 the expression
hk_l*x.

For each component hi
n output 1is delayed by ixN' samples.
ander the assumption that the updating period
of the block LMS algorithm is N!
for i-th block must e

of the impulse response, the

convolutio
Therefore,
of the tap coefficients
samples, the output of the FFT
delayed by 1 gsamples.
Figure 7 is a block diagram showing an echo

canceller in which an FIR filter ig divided into k
blocks, taking into account the consideration described
6A through 6F, according to
esent invention.

gimilar to the
xcept that, in

e block is N' and the

with reference to Figs.
another embodiment of the pr
In Fig. 7, the construction is
conventional one shown in Fig. 13 e
Fig. 7, the number of samples in on
FIR filter includes kX delay elements 13 connected in
geries for each block. The tap coefficient between two
delay elements 13 is multip;ied by a multiplier 14 to

the estimated coefficient gl , where i = 0y 1, «eer OF
, or k-1. The multiplied results

0 through 12-(2N'~1) . Reference

le overlap processing
15 is a 2N’

ZN"'l andjSO' l' s o0
are summed by adders 12-
number 10 represents an N' samp

part: 11 is a 2N' point FFT processing parti
rt; 16 is an output processing

ding N' samples and outputtin
17 is a coefficient updating

t for padding N' Zeros

£ the error sigmal

part for

point IFFT processing pa
part for deleting the prece
the latter half N' samples;
part; 171 is a zero padding par
jinto the preceding half N' samples ©
e(n); and 172 is 3 2N' point FFT processing

processing the output of the 2ero padding part.

hi
15:54:32

9
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In Fig. 7, the conmstitution of the coefficient
updating part 17 is simple because the IFFT 37-1 or 37-2
and the FFT 38-1 or 38-2 axe omitted.

The opération of the echo canceller shown in Fig. 7
is as follows. '

The input signal #(n) from the input terminal IN is

processed by the N' sample overlap processing part 10 so
that a unit consisting of 2N' samples of -the input
signals is output at esch output timing. In the
overlapping prdcess, the lattér.halﬁ N' samples of the
current unit of 2N' samples are overlapped with the
preceding nalf N' samples of the immediately before
output (see Figs. 6B through 6F). The 2M' samples
output f£rom the ﬁ' sample overlap ptocessing part 10 are
received by the 2N’ point FFT pfopessing part 11 and are
prdcessed py a fast fourier transform so that the input
signal expressed in the time domain is transformed into
the signal expressed in the frequency domain. The
complex conjugates of the ZN' outputs from the 2N'-point
FFT processing parﬁ 11 are respectively multiplied with
the error coefficients E, throuqﬁ Enytwl which are
output from the IN'=point FFT processing part 172 in the
coefficient updating part 17 at the error sigmal side,
resulting in the updating parts of the coefficients ﬁg
through Hgﬁ'-l which correspond to the block hy. With
respect to the outputs which are delayed by dne sample
by the delay elements 13, the complex conjugates thereof
are multiplied with the error coefficients E £hrough

so that the updating parts of the coefficients H%
through H%N'—l corresponding to the block hy are
obtained. Sim%larly, the_updating parts of the
coefficients Hé through H;N'-l corresponding to the
pblocks hi (where 1 = 2, 3, v
The coefficients obtained in such a way as above are

, or k=1) are obtained.

classified into groups respectively corzesponding to the
outputs of the 2N' point FFT processing part 1. Then,
the multiplied data by the classgified coefficients Hg

Th/h1
15:54:54
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through H%'l, Hg through Ht—l, ... and HgN'—l through
Hg;}_l are summed respectively by the adders 12-0
through 12-(2N'-1). The added results are input to the
2N' point IFFT processing part 15 and are processed
5 therein by an snverse fast Fourier transform. Then, in
the output processing part 16, the preceding half N'
samples are deleted so that the laBtAhalf N' samples are,
output as the ecetimated echo signal y(n). By subtracting
the value Q(n) from the echo signal y(n) passed through
10 the echo path, the error signal e(n) is obtained.
since the impulse response is divided into 2
plurality of blocks, each block consisting of N' samples,
the delay in the N' delay cireuit 18 can be made as
short as N'. The delay N' can be made smaller and
15 smaller by increasing the number of divided blocks so
that the processing delay can be reduced.
In the embodiment shown in Pig. 7, the coefficient
 updating part 17 is simplified. ,
Figure 8 shows an another embodiment of the present
20 invention in which only a coefficient updating part l7a
ig different from the coefficient updating part 17 shown
in Fig. 7. The other parts are similar to those shown
in Fig. 7.
In Fig. 8, the coefficient updating part l17a
25 includes the zero padding part 171, the 2N'=-point FFT
. processing part 172, multipliers 173, 174, ...r 2N'-point
IFFT processing parts 175-0 through 175=-(k=1), and
2Nt'-point FET processing parts 176-0 through 176-(k-1).
By the coefficient up@atinq part 17a shown in
30 Fig. 8, the coefficients H; , vhere k = 0, 1, 2, vsss O
oN'~1, and i =.0, 1, 2, .4y OT k=1, can be derived by
dividing the conventional equation (3) into a plurality
of blocks sach consisting of N' samples, as follows.,
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_ _ N
N'=1
I e X
L=0 keN'+L keN'+L
N'-1l
I e X
L=0 ke¥'#L keN'+L-l
N'-1l
L e X
L=0 k-N'4L keN'+L-(N'~1)
N'-1
I e x
L=0  keN'+L keN'+L=N'
.2 «eo (16)

N'=1
I e X '
gm0 keN'+L keN'+I=(2N'-1)

yewewon essT s e reenwany e .-.-10!-1--.-'--.-
pe B A

N'-1
I e X
I=0 Kk*N'+L keN'+L-2N'

N'-1
r e X
L=0 k-N'+L keN'+L-(RN'~1)

L .
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In the equation (16), the nurber N' in the co-
effici i i . that sach block
efficient Hk,N' or Hk 41,8 denoi;es £ e >
consigts of N' samples. The m-th block in the above _

equation plus N' zeros, gives the following

5 equation (17). .

- Y T -, . : Hle -]
Hn(l]b:#].) N _ k-N'
'+l Hmfbl'-l-l
B'n(li-l-l) "N' I k.‘N'
1 -1
(mFL)N'-1 _ Ly
B (k+1) -1 KN
0. ' . 0 .
0 0 -
0
0 _ R




16. FEB. 2004 19:9) AUYOKATGKUFFEN/PATENTGRUPFEN NO.4117 P 71/h)

021 eg.
WO 88/03341 16.02.2004  15:56:15

- 23 -

N'-1
L e - b4
L=0 ke N'+L keN'+L-mN'

Nf=-1
) e x
L=0 keN'+L KeN'+L=mN'=1

.

N'=-1

+ 2y z

e x [ 3N I (17')
=0 keN'+L k-N'+L- (m+1)N'+1

0

| 0 A _

By comparing the gsecond term in the above equation
20 (17) with the conventional expression (13), it can be
appreciated that the tap coefficients corresponding to
the m-th block can be ealeulated by a structure gimilar
to the conventional one shown in Fig. 14, except that
the number of samples to be processed in the coefficient
25 ypdating part 17a is JN' which is smaller than the
number of samples processed in the conventional co-
efficient updating part shown in Fig. l4. That is, in
the 2N'-point FFT processing part 176~k shown in Fig. 8,
N' "0"s are added to the outputs of the IFFT processing
30 part 175-0 so that the updating parts of the coefficients
#K (1= 0, 1, 2, +oc, o0d ') T output. The update
¢ of these coefficlents is effected in a lump each time N'
samples of input data are received.
¢ It should be noted that the functions of the
35  aforementioned parts shown in Figs., 5 and 8 can be
realized by arithmetic functions in a program gontrolled

type processor.
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INDUSTRIAL APPLICABILITY .

From the foregoing descriptiom, it is apparent
that, according to the present jpvention, the necessary
numbers of multiplications corresponding to the '

5 expressions (14) and (15) are respectively: . .
(4k + 6)Log,N' + 16k + 12 . (18)
‘slog,N' + 8k * 12 e (19),

where k is 2 number of divisions; N' is the block length
_to be adapted, and N = N' x k, This value is genmerally

10 much smaller than 2N even when the processing delay N'
is small. ‘ .

That is, according to the present invention, a
block adaptive algorithm can be realized with a smaller
number’ of mﬁltipliqations +han conventionally used.

15 Further, by selecting the value N' to be a power of
2, an effective construction can be realized. That is,
'the construction shown in Fig. 5, Fig., 7 or Fig. 8 can

be said to have 2 nigher flexibility in comparison with

the conventional construction.
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CLAIMS
3. An echo canceller for cancelling an echo

signal passed through an echo path (19) with an impulse
response (N) . having an input end for receiving an input
digital signal series (x(n)) and an output end for
providing an error gignal, comprising:

an N' sample overlap processing part (10),
connected to said input end, for receiving said input
digital signal seriles (x{n)), and for outputting 2N
10 samples of said input digital signal geries with N'
samples being overlapped;

a 2N'-point fast Fourier transform
part (11}, connected to said N' sample overlap processing
part (10), for effecting a fast Fourier transform on the
2N' samples output from said overlap processing part so
as to output 2N' points of signals expressed in the
frequency domain;

an FIR filtering part (12) for dividing
said impulse response N in said input digital signal
series into k blocks each consisting of N' samples where
k and N are integers, connected to said 2N'-point fast
Fourier transform part (11), for adding the multiplied
output signals of gaid 2N'-point fast Fourier transform

part (1l);
25

13

20

a coefficient updating part (17), con=
nected to said output end, for updating the coefficient
of said FIR filtering part (12);

a 2N'-point inverse fast Fourier transform
part (13)., connected to said FIR filtering part (12},
for effecting an inverse faet Fourier transform on the

output of said FIR filtering part;
) an output processing part (16), connected

30

to said 2N'-point inverse fast Fourier transform part
* (15), for deleting the first N' samples from the outputs
of said 2N'-point inverse fast Fourier transform part
(15) and for outputting the last N' samples as an
estimated echo signal;

35
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a delay cirxcult (18) , connected to said
echo path; for delaying the echo signal (y(n)) passed
through said echo path by the N'-samples; and

a subtractor (20}, eoﬁnected to said

output processing'part (16) and said delay circuit (18),

for obtaining an error signal (e(n)) corresponding £o "
the difference between the output of said delay circuit
(18) and said estimated echo signal.
2. An echo canceller as set forth in claim 1,
wherein gaid coefficient updating_paft (17) comprises:
a zerc padding part (171), connected to

said output end, for padding N' ng"s before the N'

" samples of said error signal.included in the output SO

15

20

25

as to form a frame consisting of 2N' samples; and
another 2N'-point fast Pourier transform
part (172), connected to the output of said zero paddinq

part (171), for effecting a fast Fourier transform on

the outputs of said zero padding part (171) so as to
output 2N' updating error coetficients (Ey=Egyr_p) .
3, An echo cancellet as set forth in claim 2,

wherein said coefficient updating part (17) further

comprises:

74/h01
15:57:07

PCLJIES /00530

a 2N'-point inverse fast Fourier transform

part (1L75=0 through 175- (k=1)) , comnnected to the malti-
plied output_qflsaid another 2N'-point fast Fourier

_eransform part (172), for converting the multiplied

output signals of saidvanother 2N'-point fast Fourier

~ trapsform part (172) Erom the frequency domain expression

30

35

to the time domain expression;]and'

o o another 2N'-point fast Fourier transform
part, connected to the output of said another 2N"-point..
inverse fast Fourier transform part, effecting a fast

. FPourier transform on 2ZN' samples of data consisting the

first N' samples of the output of said gtill another
inverse fast Fourier transform part and N' samples of
"Q"s so as to output the updating part of the co-
efficients (g*) which are applied to said FIR flltering
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part (12).
4. An echo canceller as set forth in claim 1,

wherein said integer N' ig selected to be a power of
twWo,

5 . 5. An echo canceller for cancelling an echo
signal passing through a system to be estimated,
comprising:

an overlap processing part (10) for
receiving input signal series %(n) of 2N' samples and

10 for overlapping gaid N' samples:;
a fast Fourier rransform part (11) for

effecting a Fourier transform on the 2N' samples
overlapped by said overlap processing part (10);
an FIR filtering part (12) for dividing
15 an impulse response length N of said gystem into k
blocks each consisting of N' samples, for adding the
multiplied outputs of said fast Fourier transform
part (11)7 )
an inverse fast Fourier transform
20 part (15) for effecting an inverse fast Fourier
transform on the output signals of said FIR £iltering
part (12);
an output processing part (16) for
obtaining an echo cancelling signal by selecting the
25 last N' samples from the 2N' samples of the output
signal of said inverse fast Fourier transform
part (15)¢ and
a coefficient updating part (17) for
effecting an updating process of the coefficients of
30 said FIR filtering part (12).
6. An echo canceller as set forth in claim 3,
wherein the number N' in said N’ gamples is selected to

pe a power of two.
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1y dve as inpulss
%‘gga‘.ﬁa Fourier tracefara techoiguss

of tha applicagions and isplassniwtics are dlscusssd.

In this paper, we will sxplore both tachniguss and applicetiona for

.-’ie fral egualisation using Fourier ‘Tunsform thecry. heutn&nwl..l R

spplicetions ars o iﬁinluo:nwiqgoulblveg
"aqualization” is used *ich we Hormelly think of as just canipulstion of
9‘95033. vsgg?ggg Jor axaupls we wlll cow
lon®, E:-:EEFIQE—HEIE af
.lv._.os ou.f > This manipuiation cac include both
gg’w—ugoﬂ ngl. Ell.rpl:nuﬂig tios and/ar the

o & ¥ 5O

All of taa spplications to be desoribed, from simpla filkgring to raverd
gsnsration, oan be achisved in the digital dasain using time dooain

Jutd tachod » 4o aany the t of tan
u.ﬁﬁb..nonv.n?n!nvlonne&. n:nuﬁonnn .—unwhﬂlonn!-n:!dﬁhv-
prohibitive, relative to practical of p ing tioe sndsor
hardwara cast, Fortunately, freq ..d ddsa a eclution

.Eln.ﬁdﬂ aigl;gizsﬁugub na.nn-.l.__boﬂil

It will De assumed that ths readar has ecke basic kuowledge of digital

Mormally, whsn one thinks of a fiitay, cne conceptualizee it oo &
changs in the freguency dfoain charactaristice {spactrum) of the eignal.
For ezampls; & low-pass filter ill allow the lower portions of the
spectrua to pass thyeugh from ioput o output, but nat the higher
poctions, Eowwvsr, dus to ths duality charucteristica of the tias snd
freqouancy dobains, we know that aultiplication in the frequancy doxaln io
equivalant to comnvelution in ths tims domain. In other words, to filter &
sigual swith & A1lBP having a cartain frequency charactoristic, the sesult

being a signal with a epestrum that i tha product ar the spesotra of the
input signal snd tha filtar; wa zmust convalve (in the time domain] the
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nasn .
the tine & 1}, don't aorgally

aa o o con baad, tn design a ciccuit
that has tie desired fregusncy respanse (spectrum), which just happans to
have a csrtain impulss response tiat we can ssmsurs, which it convolves
wdth any input eignal, the reeanlt of which we can obsscve. 8o, whila the
ciroult is sctually dod the Jatd wa don't normally think af the
£ilter in that wa Instead, whan ws talk abayt the filter; we talk sbou
ts fregueanoy-domain functicn, 8.g. low-gass, high-pass, band-reject, at.

Purthar svidanos of this mind-set is the fact tha tar damign

Typisally, FIR Liltere are isplemsntad ss & eum of predosts. This is
ssally comoeptuslized = fallows) Bacacsis tha filter ie & lineasr systass, we

%

e . to ou
a input asgu 5 &8 & of many st esgusness, eaoh a

mny

th au an e re paneiating
aof qll gstoes excapt for ene ynigus paint. In other wordse, tha input to the
» is & of many different Ippulses, such with it cwn asplitude and

'yotan -um na

unigue poeition in tize. Thecefore, the cutput of the filtar will ke eIoply

y sopiss of tha lapulsa rasponss, sach cna shiftsd to e unigque
in timg, with a corrsspanding amplituds gain factoxr. JIf we

any glven catput 'point, we note that it will hevo contributicns fron

nany of these varicus coples of tha impulss responee. In fact, 3£ the lsngth

of tha impulss raepones (ths nuabser of paints batwenn the first JE

non—sewre ones, Inalusive) is N sanples, than every input point smill affect

polat, 0.3 tisas to tha paxt ons. and 0.2 tlase to the following one.

normally ba called "Ciltering™. Agwin, the only drawback is ths

{4}
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_.uﬁ‘-!._btﬂﬂ..... 18 whore fraquency opectrum sbaping is applisd to s musizal
trusant (or vaics or any other acund) Quring rscording or asupd
reinforcoment for the Purpcas of enhancing the sound in soma {prosuasbly}
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E?n‘u:?iggggzgggﬂiz:og
-oooﬂgelnunnl-gnon!.g. The only way to dotsrmine this is
probably triai and error. o:ﬂngignu;z?g
impules responss to Gust langth with N Taneform,
inverslon, and inverse tranaforwm. The reasalt sl

e s finits length tmpules

. Fesponas that oonslats of tha infinite invorss fnpulse response pped
L}

‘Srain® of ths speakar when ehipped fron the festary, so thet the speaker
eystan itsalf 43 as good a8 it can ba. The ctber w to .
ggﬁaguﬂﬁna-no:ﬂnixvgnﬁgug t the
Prefarred listening location, plogging it in to tha speaker aftar
Eoﬂhﬂegﬂ-‘nn itlon, and pust @
the ' sl it o run its own calibration « Thie
ths coahination ©f the sprakar, ite position, and the i -
Forrectad for in the optinal way {sgain, Maiting the
Ennﬂlﬁoﬂagunoauﬁiuu t for
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B’-Ituulgoggunﬂgq ™ tachnigt o
glﬂﬁlgoﬂégﬂiﬂ:lﬂw.b the ccaputatd 3 losd coupered to
part ng tha A

of 100 nzec ar less. ?:ggszlbﬂgnru
Eﬁgugﬂﬂ.ggéﬁﬂf.n. othsr pp ing.

{18)

Egalsngsaul‘ugghﬂ T2 menc, or abou aso
dnternal alog oyoles [ak 60 naec), This FIT operetion itas) requires: (1D
pausse) [ buttartiies/pass) % {4 maltiplies /battertly) -1}

ultiplies, ggg?agggguﬁgﬂgﬁg
avltinli bandwidth whils gerfarming mn FPY.

100 newo, which i mors than
twice an faat as Acceasary for the exsuple Rantioned above.

The oxamples shen in gu.n.&n’?'?nggggs
! ongnﬁgn\ubgngannzgdonﬁ.vageﬂ\
Lamid Tigure 7 mbows bort ‘bump” (repr o & p
being couvolved with of doaly :ubl.&!opnvgplga-
{(reprasantative of an esr! raflsction pettern in Feverb sgplication), Thie
oxampls alicws cne o ews 1y
» e 8 8
aa
n a n.
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that firat ingut paint wa wars talking aboaut,

circular coovolution very clearly, since the turn-on and turn-off transients
ggugoﬂvgwnnanﬁngggoﬁgndﬁunw; ALl

t t

calculating blogks af TPUL inte be ing

nu«!iubgb-e-hﬂ.nu@.-nuo?gﬂufﬂo ), e exe

sagnenta avery 413 points. un!lubnx!nw».oh_n.unvnﬁ!nh:g'nﬂn_aooo

SgRenty, we ssa that we can't start tha proceseing for it until aa

input points have cume in. gaiu-hhgn-slﬁ.—l do the
hava

it

we
Procesalng—yes, Ne do very fow multipliss per cutput point, but we
process the whale block at once. #0 we have = lot
’gn&un‘anlgugsnrlnﬂ’tsgvnsg

Anothsr intoresting application area that wowld not Iind ths dalay
objactionahlo 1 the digital audio workstation. As en anpls, aLppose you

1%2)

‘i?isgonogﬁfssgﬂi
nortﬂini.un‘iu.:c for a whale lot sore pdints. The prohlex is,
we [ ] r s

Tk® converas ls not trus, hewsver. Vor a glven ilopulege response length,
we got greaber comgputational sdvantage as tho PIFT eizw Sets dlgger, To
cantinue tha exarpls, 2 Y7o and » cogplax vegtor muleiply of length 128 teks

ne
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40pe sultiplics; with longth 266 they tals 9218 multiplies (an increass af
9.28%). However, with a 53 tap fliter, wu can sithar procees 198 input
paints {84 in sach helf, roal and insginary] or 384 ioput points {192 $n emch
halfj, Thio s sn iacrease of 8X the nunbar of paints. Thersfors, the
auaber of ounltiplies pur paint gosa down from 33 to R4l Tha praohlss with
thia chservetion is that incressing the FET length Sncraases the pipsline
delay prohblew, es wall ap the poiss problem, which will ke diecumesd shorkly.,

The othar Ny to relucs the plpaline dalay is to segmsnt the impulse
response. In this mothod, Ne would take a short input ssymant and separately
canvolvs it with each of the ssgsents of the impulse responsa. %Tha tirat
xesult, or "currant™ eagment, ie. ths result of the couvalation with the
firat eegment of the impulsa Feaponsy, would gat playad immedilataly; the
remalning rasulte (*furure ssgments’} would he saved for futurs Use, Wille
wlaying the "current” ssgmamnt, we wauld slsc have to add to it the previcuely
eaved futura output sguents (which cans from older input esgnents and later
izpulee respopaa nognante) that corraspond to the same time slot. This
reduces e pipsline delay by as such as Gesiped, but doas have the &rswdack
of sscrificing somo of the computaticnal adventsgs. For instanea, i wo took
cur exmaple of the 131,073 (12BK + 1) =p filtey that nsedsd 76 multiplies
per output point and broks it up into 8 of the 18388 (16X + 1) tmp diters

v'nzlﬁgcovﬁgs!»»!&sienslﬂﬁhagn-lgoonu

pultiplise e¢ podnt (and an additiona) 7 edde per point). This is & 1ot

. more then 78, but still @ whole lot less than 131,079.

Actually, that numbar can be improved subetantially be removing wome
redundant calgulation. Firot of el), when doing B oonvolutions mith the same
input pointm, we only nsed ta 4o the foreard FF? on ths input asgrent onca.
Analyzing the requiremsnts of the 16K convolution, we determine that, of the
64 multipliss per paint required, 30 ere for tha Corwvard FPPZ, 30 ars far the
tnverse FF7, aull ¢ srs for the sultiplication of YT, By enly doing the

foxwardl WIT once, we eava 7 X 30 ® 210 sultiplles pex output palnt.

Bacondly, lnsteed of saving ¢the final convolutiocn rasulta of each
engmont, why not just save the multiglicd TPYe? Then, whon it cunss tine o
_play back & cortain eegmant in tizs, we would firet add togethar all the
rultiplied FITw that correspond tc that time esguant, and then partora just
one inveres YET por output esgeemt. This is perxizmafls bescauwe of the
principles of lnserity and superpoatton. Ws Nlil éo note axtra adds, since
vo will be adding ocnplax VECTOFS, not raal cnes, bDut we will save an
additional 7 ¥ 30 = 210 muldplies per cutput point, for a total of 812 - 310
~ 210 @ 92 muldplize par ourput point. 2his numbar could aldsa be darivad as

~

a9)

follows 30 for one forward FIT per sogment, 80 for one invares ¥¥#T psr
cegnant, and 8 X 4 = 33 for the & multiplications of VPie. 30 ¢ 30 + 33 o
©2, ap expoctad, Mot that much of a penalty after alll

Anothsr tachaiqus ta incrsase throughput is tha ues of maltipls
procassore in parslln). Cna nice featurs of e Z Veator flignal
Procagsor femily msntionsd sarlier is that multiple pracessora may e put an
the sume bus withaut 12icing pexfor Kultiple btue architoctures mey

" aleo Ds used sith NUItIPIe PIOCesecTS.

The othsr ingortéunt practioal linstation ipvelved in fweguancy dexain
convolution is tha asue ode encounterad by any complex digital eignal
proceseing task, tulld-up of ive [ 1 4 This ia causad
by zounding off muldplication reeults, espaclally wben those roundad off
results get passod through more multiplicetion otages, such as what happens

4n wn PFT—sach buttarfly pass reusss tha rounded off results of ths praviocus

pass. This iz eepecially a problem when using 16-bit devices, such as the
2oran ZRI4161 which uns ueed to @ te the plos sh previcualy.
Pigurms 10 ahows the conputational holse that results In the “quist epace”

: batvwsn the bumps in tha ocutput of the example in Figure 7. Naete that tha -

ssplitude ecals has bean greatly magnified, bat the regult would atill be
audibls nolse - The cbwigus ansuer to this prohlax $a to go to a dgvice that
has groster precislon, such e ths new pesbers of the Ioran Vectur Signal
Procoesor family: the ZR3432R, which has & 32 bit Integoer/block floating
point dnta farmat, &nd the 2A34310, ubich bas a 33 bit singlu procision
1IZIK~-784 coppatible) flsating point data foramat (such greatsr dynsmic ange,
but only 26 bits of precisics). De tning Which of th o data formate
is. better for this application is basyund the ncope of thie paper, but elther
cne whould yisld a draxetic fmapravemsnt in tha computational nolsa

] 4 to a 3¢ bit latager machine.

P P

tn sumsary, it has becons fesalble to attock so ald set of problexa
{thass requiring sguklixation in ems torm ar other) with an ald set of
thearetical sagic (Giacrete-tims fragquency dsnain tranaform theory), usaing
a seml-old trick (fast Fourier Transform elgorithma) and new harduare
|intsgrated cirsiite that ORn parfora thie etuff in real ume).

(20)
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In tact, the P

now be ealusd In the frequency domain using & "fllver” approach.

T

In this paper, ¥e have azplorod thes thaory bahind this approsch,
© autarmined jts computational sdusntages, shown how it cun be used in &
*  yarioty of applications using today's tachnalogy. and explored somz of the
" problemm that ardee, with propassd eclutions.

{1 LR Rebiner and 8, dald, Incorv snd AchiieAtion of piaital 8ignal
Procexeing, Prenticea-fall, Ino. Eaglewosd OLLEES, Haw Jaresy, 1878,
Alen V. Oppanhedm and Rcnaid K, Sohafor, Digia} Signel Broceesing.
Frantice-Eall, Inc., Euglawcod Oliffe, Ner Jerssy, 1670. .

{9) Zorsw Digitel fianal Procapacye Data Bapk, Toran Dorp. S450 Osntrel
Zxpressray, Santa Olars, OA, 1962, .

{4) . Zowmn; @RD43RS Vacter Signn] PROCIReO: ‘Preduct Desgclptiorn, Zoran
Corp. 3430 Central Kxpresswsy, Sunta Clara, CA, 1986. .
Zoran; I3 151 yn, Reran

e

(s}

-V i PP Lgan) Prosopscy Prgducy UeRcriDIiQ
. Oarp.. 8450 Cantrsl Expraesway, Santa Bnn!:u?;—xo.. e et e

Zoren Tachnical Eote FasS Convolulian. THOZ(MO, Zoran Dorp. MBG
Cantral Xxpreseray, Eﬂn Olara, DA, 19972,

an

_ef the =p leawe guiring sgualizstion” that can be
© attmcked in this meanncs has basn oxpanded By the afficiency of this epproach.
7 specifically, tha probleis ThAt ara cors often thought of ss time dooain
% problsas, ettacksd with delay line solutions (like reverb gsceraticn), en

K (n) =l [ xth-13f =3 {x(n-2D

Yens
h(
waa
H-1 .
ym=1 h (@ *x (-m)
. =<0
Pigure 1. Typical FIN »‘:nnn steucture (3 taps).
) -\(O)\/\(l\/\) | v
L] L4
t e Zupur 9
—alls .
I oY Vg whtuicf pEcponie <
o
B T L e N S TMAN-orF_
phes g \ X TRANSEENT
<’
>

Pigurs 2. .F»B-.In Conveluticn, 400 Paint Input, 100 Point Lapuloe Roeponao,
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savetora for Jourier Analysie .
_ Figure éa. Input dsquence Rasded ta 812 #ointe, and Resulting Speqtrid.

b B D/

¥igara 3b. CLinaar convolntion an Iaplied vo:mn»n Wnrafors

PEATL e $0RCASE ' 1087 TarA _ o B pa ¥ ‘

ANy ¢ 2

c}ﬁ.sv. .

- Pigure d4e. Output Ssquendce Derived ¥rom Multiplyinyg Above Spectra.

y 4
~ ’ " 2 .
o ) .
¥igura ¢. Linear Convolutien Using ¥¥To Oa Fadded Segusncos

wigure 3¢. Resulting Kaumform

$igure 3. Circular Convolution

Pigure ¢u. Impulse Response Padded ta 418 Points, and Resulting Bpeotrux.
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Frequency-domaln block-adaptive digital filter.

€ A frequency-domain block-adaptive digital fitter (FDAF) having a finite impulse response of length N for
flitering a time~domain input signal.in accordance with the overiap-save method includes window msans (11) for
obtaining modifications (B(p;m)) of the 2N frequency-domain weighting factors (W(p;m)) from correlation
products (A{pim)). A known FDAF of this typs contains five 2N-points FFT's, two of which are usaed In the
window means (11). By utilizing a speclal time-domaln window function which can be implomented very
efficiently in the window msans (11) with the aid of a frequency-domain convolution, 8 FDAF of this type
contalning only three 2N-point FFT's Is obtained whose convergsnce properties are comparable to those of the
known FDAF containing five 2N-point FFT's. ‘
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Frequency-domaln blook-adaptive digital fliter.

(4) Background of the invention

The invention relates to a frequency-domain block-adaptive digital filter having a finite impulse response
of length N for filtering a time-domain input signal In accordancs with the overlap-save method and having a
structure as described in the introductory part of Claim 1. '

A froequency-domain adaptive fliter (FDAF) having such a structure is disclosad in ths article "A Unified
Approach to Time-and Frequency-Domain Realization of FIR Adaptive Digital Fllters” by G.A. Clark ¢t al. in
|EEE Trans. Acoust., Speech, Signal Processing, Vol. ASSP-31, No. 5, Octeber 1883, pages 1073-1083,
more spacifically Figure 2. ’

in the field of speach and data transmission, time-domain adaptive filters (TDAF) are used in the
majority of cases and in most practical applications these TDAF's are implomented as adaptive transversal
fliters, In which & “least-mean-square” (LMS) algorithm Is used for adapting the weights. When the length N
of the impulse response assumes large valuss, as is the case with applications In the scoustic field, the
TDAF Implemented es a transversal filter has the advantage that the complexity in torms of arithmetic
operations (multiplying ‘and adding) per output sample increasss lineardy with the filter length N. In addition,
the TDAF Implemented as a transversal filtar has a low convergence rate for highly correlated input signals
such es speech and certain types of data, since the convargance rate decrsases with an Increasing ratio of
the maximum to minimum eigenvalues of the correlation matrix of the Input signal (soe, for example, CWK
Gritton and D.W. Lin, "Echo Cancellation Algorithm®, IEEE ASSP Magazine, April 1984, pp. 30-38, in
particular pp, 32/33).

The use of fraquency-domain adaptive fliters (FDAf) provides the possibility to signlficantly improve the
convergence properties for highly correlated input signals, as for any of the substantially orthogonal
frequency-domain components of the input signal the gain factor in the adaptation-algorithm can be
normalized In a simple way in accordance with the powsr of the relevant frequency component. For the
most efficient implementation of a FDAF having an impulse response of length N, use is mada of Discrete
Fourier Transforms (DFT) of length 2N of 2N weighting factors to ensure that circular convolutions and
correlations, computed with the ald of DFT's, are equivaient to the desired linear convolutions and
correlations when the sectioning method Is performed cosractly. For large values N the computational
compiexity can, however, be significantly reduced In terms of arithmetic opsrations per output sample by

. utilizing efficient implementations of the DFT known a5 "Fast Fourier Transform™ (FFT), &s & result of which

this complexity becomes proportional 1o the logarithm of the filter longth N.

There where a TDAF needs only have N welghting factors for an impulse response of length N, the
equivalent FDAF must utllize 2N weighting factors. After convergencs, the welghting factors of an adaptive
digltal filter (TDAF and FDAF) will continue to fluctuate around thelr final values due 10 the presence of
notse or other types of signals superimposed on the reference signal and bscause of the praclsion (that is
to say word length or number of bits) with which the different signals In the digital filter are represented.
With the customary, practically valid assumptions about the statistic indepsndence of the different quantitles
in the filter, the weighting factors will have the same variances whan nio us Is made of window functions in
the adaptation loop of the filter. This Implles that at the same convergencs rato of the adaptive filter (that is
to say the same galn factor In the adaption algorithm) using 2N instsad of N weighting factors results in an
increase of the final misalignment nolse factor of the fliter by 3 dB, since the final misalignment noise factor
is determined by the sum of the variances of the welghting factors. Jn practics, the geln factor in the
adaptation algorithm is chosen such that a predstermined value of the final misalignmant noise factor is not -
oxcosdad. In order to compsnsate for the increase of the final misalignment nolse factor In an FDAF, this
galn factor must be halved, which causes the convergence rate also to be halved, whereas in the majority of
applications a highest possible convergence rate Is pursused, . :

Said article by Clark et al. described a solution for this problom with refarence to Figures 2 and 3, the
modifications of the 2N frequency-domain weighting factors not being derlved directly from the second
multiplier means, but by using window means for performing an operation whose time-domain equivalent Is
a multiplication by a rectangular window function of length 2N which constralns the last N componsnts to be,
zero. An impiementation of this window function in the time:domain requires the use of 2 DFT's, namely an
inverse DFT for the transformation to the time-domain and a DFT to seffect the transformation to the
frequency-domain after multiplication by the time-domain window function. An alternative implementation Is
based on the consideration that a muliiplication In the time-domain 1s_ equivalont to a convolution In the

2
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frequency-domain with the components of the DFT of longth 2N of this time-domain window function, For
high values N this alternative implementation In the frequency-domaln s not attractive, as Its computational
complexity per component Increases linearly with N, wheraas in the first-mentioned time-domain im-
“plementation this complexity becomas proportional to the logarithm of N when the 2 OFT's are impla-
mented as FFT's. Thus, & preferred implementation of the known solution results in an FDAF containing a
total of 5 DFT's implemen ted as FFT's. :

(B) Summary of the Inventlon.

The Invention has for its object to provide a frequency-domain block-adaptive digital filtsr of the typs
dsfined in the opening paragraph of section (A) whose computational complexity {8 significantly reduced
compared 1o thet of the known FDAF containing § DFT's. by utilizing & priori information about the global
shape of the impulse responss to be modslled, but whose convergsnce behaviour [s comparabie to that of
the known FDAF containing 5 DFT's. '

The frequency-domain biock-adaptive digital filter according to the invention s charactarized, in that the
window means are arrenged for ¢onvolving the 2N frequancy-domaln products with a function having ons
real and two mutually conjugate complex cosfiiclents and corresponding to & time-domain window function
g(k) of length 2N dsfined by:
glk) = (12) [1 + cos(tk-ky) 7/N)] ‘

“fork = 0, 1, ..., 2N-1, where kis a constant with 0 S ko < N

{C) Short description of the drawings.

The invention and its advantages will now be described in greater demll by way of example with

reforencs to the accompanying drawings. Thereln:

Figure 1 shows the goneral block dlagram of an FDAF including window means and ufliizing the
overlap-save method; o

Figures 2a and 2b shaw the block diagram of the window means for the implsmentation of & window
function in the time-domaln and the impiementation. equivalent thereto, in ths frequency-domain, respsc-
tively; "

Figures 3a and 3b show the time-domain window function according to the afore-mentioned prior art
and the invention, respectively: .

Figure 4 is a time diagram to lllustrate the convergence behaviour of an FDAF in accordance with the
afore-mentionad prier art and the Invention, respactively. : a

(D) Dascription of the smbodiments.

Figura 1 shows the general block diagram of an FDAF having a finite impulss response of length N for
fitering a time-domain digital input signal x(k} in accordance with the overlap-save method. Double-fine
signal paths in Figurs 1 Indicate paths in the fraquency-domain and single-line signal paths indicate paths in
the time-domain. Transformation from the time-domain to the frequency-domaln and vice-versa is effectad
with the aid of the Discrete Fourior transform (DFT) and the Inverss Discrete Fourier trangiorm ([DTF), -,
respectivoly, both having a length 2N. In litsrature these transforms are known as 2N-point DFT's, whergin
“point” may refer to both a discrete time-domain componsnt and to a discrete fraquency-domain compo-
nent. To differentiate betwesn time-domaln and frequency-domain signals, time-domain signals are weitten
in lower case lattars and frequency-domain signals In upper-cass letters: , < :

The FDAF shown in Figure 1 has for its object to derive, at discrete instants k, from the Inpuf signal x-
(k) an output signal y(k) which squels a referencs signal d(k) es well as possible. In many cese, for
example, when the FDAF farms part of an echo cancellor, this refsrence signal d{k) may be assumed to be
the linear convolution of the input signaf x(k} with an Impulse response hik) of length N whose shaps is not
accurately known. Then the FDAF has for its task to maks its impulse rasponse w(k) equal to this impulse
response h(k) as well as possibls.
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To that end, In Figure 1 the Input signal x(k) is applied to gectioning means { In order fo bs segmented
into blocks of length 2N with the aid of serigl-to-parallel conversion, each block overiapping its precsding
block over & length N, as |s shown symbolically in Figure 1. The pgints of the input signal block having
block number m are denoted as x(im) with i = 0.1, ... 2N-1. With the aid of transformation means 2 for

s performing & 2N-point DFT each input signal block is transformad to the frequency-domain, the frequency-
domain polints of block m thus obtained bsing denoted as X(pim) withp = 0, 1 ... 2N-1. In multiplier means
3 sach frequency-domain component X(p;m) is multiplied with an assoctated frequency-domain welghting
factor w(p;m) for forming products X(pim) W(p:m) reprasenting the fraquency-domain components Y(p:m) of
the output signal block m. With the aid of transformation means 4 for performing an Inverse 2N-point DFT
. 10 each output signal block Is transformed 1o the time-domain, the resultant time-domain points of block m
’ belng denoted down as y(iim) with i = 0, 1, ... 2N-1. Since the weighting factors W(pim) may be considered
28 being points of a 2N-point DET performed on time-domain weighting factors w(i;m) which represent
valuss of the Impulse’ response w(k) during block m, the multiplication in muttiplier means 3 in the time-
domain corresponds to the circular convolution of the input signal x(k) during block m with the impulse
16 response w(k) during block m. The deslred time-domain output signal y(k) Is, howaver, the linear
convolution of x(k) with wik). In accordance with the overlap-save method, this desired output signal y(k) is
obtained by applying the time«domain components y(im) of this clrcular convolution for each block to
sactioning means 5 In which, using parallel-to-gertal conversion, the first N point y{;m) with 1 = 0,1, ., N-1
are discardsd and the last N points y(iim) with i = N, N+1, ... 2N=1 are passed on 2s the output signal y-
20 (k), as is symbolically shown in Figure 1. .

For the adaptation of the frequency-domain weighting factors W(p;m) on a block-by-block basis, use Is
made of 2 "least mean-square” (LMS) algorithm. In accordance with this algorithm, these weighting factors
W(p;m) are modified as long 25 there is correlation between the input signal x(k) and an error signa! r(k)
given by tha diffsrence between the reference signal d(k) and the output signal y(k). This differential signal

25 k) = dfk) - yk) is obtained with the ald of an adder 6. The overlap-save method for determining this
corralation betwesn the signals x(k) and r(k) implies that In Figure 1 the emor signal r(k) le applied to
sectioning means 7 In order to be sagmsemed into blocks of length 2N with the ald of gerlal-to-paraliel
convarsion, each block averlapping its preceding block over a length N and the first portion of length N of
edch block baing constrained to be zefo, as Is symbolically shown in Figure 1. The points of error signal

30 block m are denoted as r(im) with 1 = 0, 1, ..., 2N-1, it holding for | = 0, 1, ..., N-1 that r{i;m) = 0, Using
transformation means 8 for performing a 2N-point DFT each error signal block is transformed to the
frequency-domain, the frequency-domain points of block m thus obtained bsing denoted as R(pim) with p
= 0, 1,... 2N-1. In additlon, the fraquency-domain components X(pim) of input signal block m are applied
to conjugation means 9 for producing the complex conjugate valus X ” (p;m) of each component X(p;m).

35 Each conjugated component X * (p;m) is multiplled in muitiplexer means 10 with the associated component
R(p:m) for forming frequency domaln products X (pim) R(psm) which correspond to the time-domaln
correlation betwsen the input signal x(k) and the orror signal r(k) during block m. In addition, each product
X" (p;m) R{pim) is multiplied by an amount 2 i(pim), whero g(p:m) is the gain factor in the adaptation
algorithm, as a result of which 3 product A(pym) = 2 u(pim) X (pim) R(mm) Is formed which determines

40 the modification of the frequency-domaln welghting factor W(p:m). In the FDAF shown in Flgure 1, these
products A{pim) are applied to window meang 11 for obtaining the ulimate modifications B(p;m) of the
welghting factors W{p;m) which are formed by means of accumuiator means 12. Thase accumulator means
12 include a memory 13 for storing the welghting factors W(p;m) of biock m and an adder 14 for forming
the sum of each waighting factor W(pim) and [ts associated modfiication B{p:m), this sum belng stored in

45 memory 13 for providing the weighting factors W(p;m + 1) for the sub sequent block (m+1)..

For performing ite main function (effecting that its impulse response wik) converges to the impulse
response h(k) to be modelled, an FDAF utliizing the overlap-save mathod need not 10 Include the window

- means 11 of Figure 1. In that case the modffications B(p:m) of the weighting fectors W(p;m) are given by
the products A(p:m) and the adaptation algorithm may be written as: Wigim+1) = Wpim) + 2 upim) X -

50 (p:m) R(mm) (1) When the Input signals are not or-only weakly correlated; the gain factor w(pim) for each

* weighting factor W(pim) may have the same constant valus a which is indapsndent of the block number m =
(this constant « is known 2s the adaptation factor of the algorithm). For highly correlaied input signals the
convergence rete can be significantly increased by dacorrelating these Input signals, which can be effectad
by normalizing their powsr spectrum (sse, for example, the zforementionsd article by Gritton and Lin, pags
s5 36). Since the frequency-domain compansnts X(pim) are alroady avaitable In an FDAF, the normalization
can boe effected in a simple way by making the gain factor 11{p;m) equal to the adaptation factor divided by
the power | X(pim) [¢ ot the relevant component X(p;m):
w(pim) = o X(pim) [ (2)
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This possibillty is shown in Figure 1 by including means 15 in which for each applied component X(p;m) the
right-hand slde of formula (2) Is determined which, optionally after smoothing on a block-by-biock basls,
with the aid of a simple recursive filter, is used as a gain factor u(p;m) for multiplying by 2 w(p;m) In the
multiplier means t0. '

As has already been mentioned in the foregoing, an FDAF must ufflics 2N-paint DFT's and 2N
frequency-domain weighting factors W(p:m) for providing an impulse response w(k) of a length N. Thess
welghting factors W(pm) may be considered fo be the points of @ 2N-point DFT perfonmed on 2N time-
domain weighting factors w(iim), This crestes 2 problem because the FDAF has only N time-domain
weighting factors w(i;m) which represent the N values w(k) with k = 0, 1, .., N-1 of the impulse responge of
the FDAF, so that the remalning N time-domain weighting factors w(iim) with i = N, N+1, ... 2N-1 aro
actually superfluous. It Is llkewlss described that, after convergence, the 2N weighting factors W(p;m) and
consequently also tha 2N weighting factors w(i:m) will continue to fluctuate around thelr final values as &
result of the finits precision of the signal representation in the FDAF and bscause of the presence of nolse
and any other types of signals superimposed on the reference signal d(k). This suparposltioning is
symbolically shown in Figure 1 by & broken-iine adder 16 insarted in the path of the reforence signal d(k)
and recslving a signal s(k) representing. noiss and any other typs of signals. Tha variances of the fluctuating
welghting factors will all have the same value when the FDAF does nat include window means 11 and the
gain factors have been chosen In the manner dascribed in the preceding paragraph. An imponant
parameter for the convergence behaviour of a block-sdaptive filier (FDAF and TDAF) Is the rafie 8 (m) of
the veriance of the residual signat d{k) = y(k) in block m to the variance of the signal s(k) superimposed on
signal d(k) in block m. The final value g aiter convergence 1s known as final misallgnment noise factor and
this final value § is predominantly determined by the sum of the waighting factor varlances (at the
customary valuss of the adaptation factor a). The fact that N out of the 2N time-domain weighting factors w-
(i;m) of ths FDAF are actually superfluour Implies that the final value g for the FDAF is indeed unnacessarily
higher by a factor of two (3 dB) than the final value § for the equivalent TDAF having only N time-domaln
weighting factors. For the customary values of the adaptation factor o this final value 8 Is substantially
proportional 10 « and the sams helds for the convergence rats of S(m) as long as A(m) is much greater than
8. In practice, the adaptation factor « is chosen such that a predstermined final value 8 s not exceedad.
This implies that the adaptation factor « for the FDAF must actually be halved unnecagsaily to satisfy this
prascription resulting In tha convergsnce ratg also being halved, which is undesirable.

This problem can be solved by Inciuding the window means 11 in the FDAF of Figure 1. In accordance
with the articls by Clark et al. mentioned In the foregoing, these window means 11 can be arranged for.
performing an operation on the frequancy-domain products A(p;m) supplied by multiplier means 10 that Is
equivalent to multiplying the associated time-domain producte a(i;m) with a rectangular window function of
fength 2N which forces the last N time-domain products a(i:m) to be 2ero. Figures 2a and 2b show the
block diagram of thess window means 11 such as they arg deséribed In the article by Clark et al. (see
Figure 3). In the window means 11 of Figure 2a the time-domain window function g(k) is realized with the
sld of transformation means 17 for performing an inverse 2N-point DFT converting the 2N frequency-
domain products A({p:m) into the 2N associated time-domain products &(im), a multipiier 18 multiplying
each fime-domain product a(;m) with the value g(f) of window function g(k) for k = i to obfain 2N time-
domaln products bim) = g(l) afim) end transformation means 19 for performing a 2N-point DFT
converting the 2N time-domain products b(i;m) Into the 2ssociated 2N fraquancy-domain products B(p;m).
These products B(g;m) constitute the modifications of the 2N frequency-domain weighting factors W(p:m)
applied to the accumulator means 12 of Figure 1. The window means 11 of Figure 2b are based on the
congideration that multipiying by g(i) In the time-domain as performed in Figure 28 is eguivalent to a
convolution in the frequency-domain and consequently consist of convolution means 20 for performing the
{circular) convolution of the frequency-domain products A{pim) with the frequency-domain components G-
(p) obtained by sffecting a 2N-point DFT on the 2N polnts g{l} of the time=-domain window function g(k) for k
E T, . .
The rectangufar window function g(k) of langth 2N es described In the article by Clark et al. is given by
the formula: .

) 1 k=011,voao’ N"1 )
() = | o

O k=N, N+1,no_o, 2N-1
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and is shown in Figure 3a. For the sake of simplicity, the influence of this window function (k) on the
convergence behaviour of the FOAF will now be described In greater detall for the case in which the
window means 11 of Figure 2a are used in Figure 1 and the memory 13 has zero content at the beginning
of the adaptation. This last fact implies that for m = 0'the 2N fréquency-domaln welghting factors W(pim)
s satisty W(pi0) = 0, and conssquently the associated tima-domain weighting factors w(i;m) also satisfy w-
(i;0) = 0. Each of the 2N weighting factors w{i;m) for m # 0 may ba considered to bs the result of the
block-by-block accumulation of its time-domain modifications starting from m = 0 and when the window
‘ - means 11 of Figure 2a are used, thess time-domaln modifications are formed by the products b(im) = g(i)-
a(iom) at the output of multiplier 18. By using window function g(k) as defined by formula (3), the
10 modifications b(i;m) with | = N, N+1, .., 2N-1 and m = 0, 1, 2, ... are Constrained to be zero and
consequently the welghting factors w(iim) with i = N, N+1, ..., 2N-1 for m % 0 aro also constralned to be
zero becauss then w(iim) = w(i;0) for these values i end because it holds for all values | that w(i;0) = 0.
This implies that of the 2N welghting factors w(m) of the FDAF the N actually superfluous welighting factors
w(t;m) with i = N, N+1, ... 2N-1 will not fluctuate around the constralned vatue 2ero and conssquently will
16 not contribute to the final valus § of the paramster A(m). Halving the adaptation factor a, necessary in the
FDAF without window means 11 to prevent a prescribed final value A from being excesded, nesds
consequently not to be sffected In the FDAF including window means 11 for realizing window function g(k)
in accordance with formula (3) and conseqguently thers is also no need to halve the convergence rate.
The convergencs behaviour of the describsd FDAF's will now be illustrated with reference 0 simulation
20 results for the case in which the Impulse response h(k) of length N = 32 16 be madelisd hes the global
shape of an exponentially decreasing function, the Input signal x(k) Is a pseudo-temary data signal In
accordance with the AMI-code and Is, therefore, 2 highly correlated signal, the valus 8 = 2% (= -18 dB) is
chosen as the prescribed firial value of the parameter A(m) and the value 8(0) = 27 (= +21 dB) is chosen
ae the Initial value. The simultation resuits are represented In a highly styllzed form In Figure 4, which
2 shows the parametsr 8(m) as a function of the number m of the iterations of the adaptation algorithm. This
styfizing relates to both the convergence rate of A(m) and aiso to the dastails of the varlation of g(m) for
consecutive values of m. More specifically, the convergence rats of A(m) in Figure 4 has a constant vatus
untll the final valus 8 is reached and thersaftor has zero value whereas this canvergence rate Is actually
already noticeably smaller at values of g(m) = 272 (= -8 dB) than at the initial value 8(0) and still further
s0 decreases at still lowar values of (m): and, additionally, the datalls of the variation of A(m) for consecutive
values of m have been omitted in Figure 4 fo prevent the nolsy character of these details from obscuring
the image of the global shaps of §(m) to too high an extent. -
Curve a in Figure 4 relates to the FDAF without window means 11, the adaptation factor having a value
a = 27 for reaching the prescribed final value g8 = -184B. Curve b In Figurs 4 relates o the FDAF
35 including window means 11 for implementing window function g(k) as detined In formula (3), the adaptation
factor having a valug « = 275 for reaching the presciibed final value 8 = -18 dB; this adaptation factor
has a twice higher value than for the case in which the FDAF does not include window means 11, When this
twice higher value « = 27 Is also used in the FDAD without window means 11, 8 (m) varies in accordance
with curve ¢ In Figurs 4 which coincides with curve b until (m) has reached the valus 8 (m) = -15 dB,
s which at this velue of a constitutes the final value 8; consaquently this final value § = -15dB excesds the
prescribed final value 8 = -18 dB by 3 dB. .
As rogards the practical implemantation of window means 11 for providing window function g(k) as
defined by the formula (3), the embodiment of Flgure 2a should be preferred over embodiment of Figure
b, more spacifically for largs values N, as the computational complexity, expressed in the number of real
4 multiplications and additions required for obtalning the 2N modifications B(p;m) of the welghting factors W-
(p:m), is In the case of Figure 2a of a lower order than for the case Mustratod in Figure 2b. Figure 23
requires two 2N-point DFT's which can efficlently be implemented as 2N-point FFT's, so that for large
values N the number of arithmetic operations is of the order N log(N), the multiplication by g(k) In multiplier
18 not contributing to this number of operations since g(k) only assumes the values 1 and 0. In Figure 2b
so and 2N values A(p;m) are convolved with the vaiues G(p) obtained by performing-a 2N-polnt DFT on the 2N
N points g(i) of gk} in accordance with formula (3) for k = i. As can be easily checked, G(p) has the value G-
() = 0forp = 2, 4,6, ..and avalue G(p) » O for p = 0Oand p = 1, 8,5, ... So Figure 2b requires the
convolution of 2N valuss A(p;m) with (N01) values G(p). so that for large values N the number of arthmetic -
.operations Is of the ordsr. of N2 and consaquently of & higher order than for the case illustrated in Figure 2a,
s5 The FDAF's described so far do not utliize 2 priorl Information about the usually well-known giobal
shape of the impulse response h(k) to be modslied and only utiize the a priori infarmation about the length
N of this impuise response. In contrast thersto, the FDAF according to the invention does indesd utllize 2
priori Information about the global shape of the impulse rosponse h(k) to be modalled, es usually It Is hot
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only known of this impulse response h(k) that the N valuss h{k} fork = 0, 1, ..., N1 differ significantly from
zero and are substantially zero for k = N, but it Is also roughly known for which values k the lergest
amplitudes | h(k) | occur. In addition, it is known, that the amplitudes | h(k) [ have roughly a decrsasing
character for valuss k which increasingly differ from the values k with the largest amplitudes | h(k) |- The
invantion now utilizes this & prori Information by ‘arranging the window means 11 for providing & time-
domain window function g(k) of a length 2N which is given by the formula:

-glkd) = (112) [1 +,cos{(k ko) 7/N)] (4)

for k = 0, 1, ... 2N-1, where ko i¢ a constant with 0 S kv < N. By choosing thls constant ko in the range of
velues k having the largest amplitudes | h(k) | it Is accomplished that the window function g(K) dsfined in
formula (4) has the same global shape es the impulse response h(k) to be modelled. In addition, the window
means 11 are arranged for implementing the window function g(k) defined by formula (4) in the frequancy-
domain, that is to say for the convolution of the 2N fraquency-domain products A(pim) produced by
multipller means 10 in Figure 1 with the frequency-domain components G(p) obteinad by effecting a 2N-
point DFT on the 2N palnts g(i) of gtk) defined by formula (4) for k = . As is easy to check, G(p) has the
following values:

-@0) = N R

G(1) = (N2) [cos(ko =/N) +j sinfke =/N)]

G{2N-1) = (N/2) [cos(ko B/N) +j sinfko =/N)] (5)

G(p) = 0,25 p S 2N-2 (5)

implementing time-domain window funcfion g(k) defined in formula (4) in the frequency-domain with the aid
of window means 11 as shown in Figure 2b consaquently requires the convolution of 2N values A(pim) with
only 3 valuss G(p), namely the raal valus G(0) and the mutually conjugate complex values G(1) and G(2N-
1), 50 that for high values N the number of arithmetic operations raquired for the 2N modifications B(mm) of
the weighting factars W(p;m) is only of the order N and consequently not of the order N2, as in the case of
the known window function g(k) as defined in formula (3}, Using the measures according to the invention
consequently accomplishes a significant reduction of the computational complexity. In this respect it should
be noted that thig reduction of the computational complexity is not achleved when the window function g(k)
of formula (4) is implementad with the aid of window msans 11 as shown in Figure 22, bscause multiplying
by g(k) then ‘indsed contributes to the number of arithmetic operations, but particularly because the
computational complexity of the two 2N-point DFT's implementsd as FFT does not change, so that for large
valuss N the number of compitational operations remains of the order N log(N).

Now it will be explained that compared to the preferred embodiment of the known FDAF with 2 total of
5 2N-point DFT's implemented es FFT the significant reduction in the computational complexity of the
FDAF according to the invention is not accompanied be & dsterioration in the convargence behaviour. For
simplicity, this explanation will be given with reference to obssrvetions In the time~domain.

In the foregolng it hes already been stated that the FDAF actually has 2N fime-domain weighting factors
w(lim) with | = 0, 1, ..., 2N-1. Whan the FDAF does not Include window means 11 and the gain facfors u-
(p:m) have been.chosen in accordance with formula (2), the rats at which 8 weighting fastor wfiim)
converges to the associated valus h(i) of the Impulse respanse h{k) to be modelled, will have for all
waighting factors w(i:m) the same valus which is proportional to the adaptation factor «. Because of the usa
of time-domain window functions g(k) the convergsnce rats of 3 weighting factor w(i;m) becomes propor-
tional to g(i). The convergence rato of the FDAF s a function of the convergence rats of all the weighting
factors w(i;m), but will predominantly be determinad by the convergence rate of those weighting factors we
(:m) which have to converge to the highsst values h() of the impulse response hk) to b modelled. By now
choosing the constant ko In formula {4) in the rangs of the values k having the largest amplitudes | hik) | it is
accomplished that the velus g{k) in that range is substantially equal to 1, that is to say it has substantially
the same valus as in the case in which no window functions g(k) ae usad (In fact, this laiter case can also
be characterized by a window function g(k) = 1 for k = 0, 1, ..., 2N-1), Chossing the window function g(k)
in accordance with formula (4) then results in a convergsnce rate of the FDAF of the invention substantlally
aqual to that of the FDAF without window meens 11 when the edaptation factor hes the same value for both
cases. -

As has also been mentionsd in the forsgoing, the vardance of a weighting factor w(im) affer
convergence has the same value for ell the weighting factors w(im) when the FDAF does not include
window means and the gain factors (p:m) have besn chosen in accordance with formula (2). For the ugual
values of the adaptation factor « the value of this varlance of w(im) is eubstantially' proportionzl to «.
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However, whan the window function g(k) is used, the variancs of a weighting factor w(i;m) efter convergence
bscomes proportional to « g(!). The final value § of the parameter (m) is substantially dstermined by the
sum of the variancss of the .welighting factors w(i;m) after convergence, so that when tho window functions
g(k) are usad the final value 8 Is substantlally proportional to the quantity

2N-1

« > ) - (6)

i=0

for the customary values of the adaptation factor e. For the FDAF without window means 11 the quantity of
formula (6) hes the valus 22N and for the FDAF with window means 11 this quantity ‘hes the valus N when
the window function gik) is In accordance with formula (3), but also whon the window function g(k) is in
accordance with formula (4). This can be checked In a simple manner with reference to formulae (3) and
(4), but also by making a comparison between Figure 3a representing g(k) of formula (3) and Figure 3b
representing g(k) in accordance with formula (4) for ko = 2. Using the window functlons g(k) as defined in
the formulae (3) and (4) conssquently results In the same final value g of parameter 8 {m) when the
adaptation factor « has the sams valus for both cases.

The convergence behaviour of the FDAF according to the invention can again bo lllustrated on the basis
of simulation results for the same case as used to liustrate the convergence behaviour of the known
FDAF's. Malntaining the afore-mentioned stylizing, these simulation results are also represented in Figure 4
by curve d, which relates to the FDAF Including window means 11 for implemanting a window function g(k}
in accordance with formula (4) with ko = O, the adaptation factor having a valué e = 275 for obtaining the
prescribed final value g = -18dB, This curve d substantially coincides with curve b in a large range from m
= 0 onwards and has ths same final value g as curve b. Since curve b relates to.the known FDAF with
window means 11 implementing @ window function g(k) &s defined in formula (3) and also having an
adaptation factor « = -27%, Figure 4 is a clear illustration of the fact that the convergence behaviour of the
FDAF according to the invention Is in practice fully comparable-to the convergence behaviour of this known
FDAF. The deviations, shown in a stylized manner in Figure 4, between curvo b and d for low values § ~
(m) are lliustrative of the fact that in the final stage the convergencs proceeds somewhat slower for curve d
than for curve b. This is hawaver of little practical importance, as the convergencs in the final stage doss
indeed proceed slowly and the final value 8 is the same for both curves band d .

The preceding description can now be summarized as follows, For a FDAF in accordance with the
overlap-save method, the article by Clark et gl. describes a prafarred implemaentation containing five 2N-
points FFT's, two of which are used to constrein the last N-ime-domain waeighting factors to be zero by
using an appropriate window function In the time-domain. By utilizing & prior information about the Impulss
rasponse to be modslied, the invention provides a FDAF in accordance with the overlap-save-method
having a special‘time-domain window function-which can be implemented very eificiently In the frequency-
domaln, the FDAF only containing three 2N-polnt FFT's, whereas its convergence properties are coms
parable to those of the prior art implemeantation contalning five 2N-point FFT's.

Claims

1. A frequency-domain block-adaptive digital filter having a finite Impulse response of length N for
filtoring & time-domain input signal In accordance with the overlap-save method, comprising:
Jirst sectioning means for segmenting the time-domain Input signal into blocks of length 2N, esch block
averlapplng its preceding block over a length N; '
Jirst transformation means for obtaining 2N frequency-domain components of the Discrets Fourier Trans.
form of length 2N of sach input signal block:
4irst multiplier means for multiplying each of the 2N fraquency-domain componants with an essoclated
fraquency-domain welghting factor for obtaining 2N walghtad frequancy-domaln components:
.gacond fransformation means for obtaining 2N time-domain components of the inverse Discrate Fourior
Transform of length 2N of the weightad frequency-domain components; L.
-second sactioning means for discarding the first N time-domain componants and conveying the last N
time-domain components as the time-domain output signat.of the filter;
-means for generating & time-domain error signal as a difference between the filter output signal and a

Emofangszeit 16.Feb. " 16:14 o
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reference signal;

-third sectioning means for segmenting the time-domain error signal into- blocks of length 2N, each block
overlapping its precading block over a length N, and for assigning the 2ero valus to the first portion of a
langth N of gach block;

-thirg fransformation means for obtaining 2N frequsncy-domain components of ths Discrete Fourler
Transform of length 2N of sach srror signal black;

-conjugation means for forming the complex conjugats value of the 2N frequency-domain componants -
producsd by the first iransformation means;

-second multiplier means for multiplying each of the 2N frequency-domain. camponents producsd by the
third transformation msans with the associated frequancy=domain component produced by the conjugation
means and with a gain factor for obiaining 2N frequency-domain products; .
-window means for performing an operation on the 2N frequency-domain products, whose time-domain
equivalent 1s a multiplication by a window function, to obtain 2N frequency-domain weighting factor
modifications;

-accumulator msans for accumulating on a block-by-block basis sach of the 2N weighting factor modifica-
tions for obtaining the 2N frequency-domain weighting factors;

characterized in that )

the window meang are ananged for convolving the 2N frequency-domain products by a function having one
real and two mutually conjugate complex coefficients and cormrasponding fo a time~domain window function
g(k) of length 2N defined by . ‘

g(k) = (1/2) {1 + cos((k - ko} =/N]

fork = 0, 1, .., 2N-1, where ko is a constant with 0 S ke < N.
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1
DIGITAL FILTER USING FOURIER
TRANSFORMATION

BACKGROUND OF THE INVENTION

The invention relates generally to digital filters, and
to radar having digital filters.

The invention also relates to a digital filter havmg a
plurality of paths.and the paralle] treatment of data in
these paths.

It is known in the prior art to filter analog data using
a plurality of parallel paths. Particularly, 2 plurality of
paralle]l treatment paths are used to achicve, in analog
form, the compression of radar pulses, when N is the
number of paths used. The rate of compression of each
path will be equal to u/IN?2 where u is the rate of com-
pression.

In digital forms, dividing the treatment of the data
between N paralle]l paths with a period of treatment N
times stower would be an advantage. The rate of com-
pression affected in cach path would be equal fo
BT/NZ, whete B is the pass band of the signal, and T the
width of a pulse. The rate of compression of the circuit,
having N paths in parallel, is equal to BXT.

Previgusly, it was believed that for N parallel paths
sliding was necessary for the digital filtering for each
path of the data being filtered in each path and then to
sum the results, This Jeads to a required calculating
level proportional to N2. An agvantage of the filter of
tha present invention is a reduction in the needed calcu-
lating power brought about by the separation of the
palhs by 2 discrete Fourier transform on 2N points, This
gives the minimal number of points, specifically 2N -1,
where the convolution of N points with the impuls=
response on N points of 2 filter ¢can be correctly calcu-
lated by DFT (DFT)~! for the N points of the interval,

An object of the invention is to provide a digital filter
having means for calculating the discrete Fourier trans-
form, which is connected in parallel by a plurality of
paths efong which dara is treated. The paths of treat-
ment ara connected 1o means for calculating the inverse
discrete Fourier transform. The period of treatment
along the parallel paths is:N times less than the total ,
input/output period of the device, N being equal to the
number of samples treated simultaneously by the filter.

“The invention will bs better understaod by a refer-
ence to the following description of differant cmbodi-
ments of the invention and the sttached figures.

.BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is a curve of a function, which is a function of
FIG. 2 it a representation of the curve of FIG. 1
being sampled.

FIG. 3 is 2 diagram of a part of the samplings of FIG.
2 which are periodic.

FIGS. 4a—44 are diagrams illustrating the calculation
of 8 shifting Fourier transform.

FIGS. 55-8d are diagrams showing a first example of
operation of a device for calculating the Fourier trans-
form according to the present invention, :

FIGS. 6a-64 are diagrams of 8 second example of
operation of a circuit for calculating the Fourier trans-
form according to the present invention.

FIG. 7 is a diagram of a transverse filter adopicd to be
used in the circuit of the present invention,

Enofangszait 16.Feb. 16:14
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FIG. 8 is a diagram of a digital filter having paralle]
aths.

g FIG. 9 is a schematic drawing of an embodiment of a
circuit of the present invention. '

FIG. 10 is a schematic drawing of an embodiment of
a circuit aocordmg to the present invention.

FIG. 11 is & schematic drawing of an embodiment of
3 circuit according to the present invention.

FIG. 12 is a schematic drawing of an embodiment of
the present invention.

FIG. 13 is a schematic drawing of an embodiment of
the circuit of the present invention.

DETAILED DESCRIPTION

In FIG. 1, there is shown & curve 31 of 2 function {t),
33 which is a function of time 32. Curve 31 represents,
for example, the modulation of an electrical signal. In
order to numerically/digitally manipulate this signal, a
sampling is made of the signal as shown in FIG. 2.

In FIG. 2, there is shown on a coordinate 34, which
corresponds to time 32 of FIG. 1, a value €1 of the
function (t) at time t. If the frequency of sampling the
signal tends toward infinity, with the time between two
successive samplings approaching zero, then the digi-
tized sampled signal would have all the information
contained in the original analog signal, In practice, a
sampling frequency is chosen, which conforms to Shan-
non’s Theorem, and it is understood that all increases of
the sampling frequency requires the use of superior
performing companents.

Let us define A an interval of time with N samplings -
4%, The calctlation of the fast Fourier transform of N
points in the interval A does not correspond to the
calculation of the digitized function of FIG. 2, but to a
function rendered periodic as shown in FIG. 3,

In FIG. 3, there is shown a periodic function having
a succession of intervals A of N samplings é1. In parallel
path filters, for example the one shown in FiIG. 8, 8
shifting Fourier transform 15 made, as shown in FIGS.
4a-4d, corresponding to a Fourier transform of N2
points.

A cycle of calculation separates FIGS. da, 45, 4 and
4d. In each cycle the Fourier transform of 2N points 41
is calculated by shifting at each cycle the interval of
$ calculation B of a sampling. :

In FIGS. 5a-5d there is illustrated a first example of
s calculation of the Fourier transform made by the filter
of the present invention. One cycle of calculation sepas
rates the FIGS. Sa-54. Only the four first cycles have
been shown. It should be understood that the process is
continued until the last calculation has been made.

FIG. 5q illustratas the calculations of the fast Fourier
transform on 2N points 41, FIG..5b illustrates the fol-
lowing cycle of calculation, in which a calculation is
made on 2N points 41 shifted by N in relstion to the
points of FIG, Sa. Likewise F1G. S¢, which illustrates a
cycle of calculations after that of FIG. 55, shows the
calcnlation of the fast Fourier transform on 2N points
41 shifted by N in relation to the beginning of the inter-

60 val of FIG. 5b. During each cycle of calculation, a

65

calculation is made of the fast transform on an interval
having 2N points 41, the interval being shifted by N
points in relation to the preceding cycle of calculations.

in FIGS. 6a-64 there is illustrated a second example
of calculations made in accordance -with the filter of
present invention. FIGS. 6a-64 are each shifted by one

- cycle of calculation. At the time corresponding to FIG.

6a a calculation of the fast Fourier transform is made on

32/02
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an interval having N points 41 corresponding to sam-
plings of the signal to be treated followed by N¢.

In FIG. 65 calculations are made on the N following
points 41 followed by N¢, In each cycle the fast Fourier
transform is calculated on an interval having N points
followed by N¢é. Between two cycles the interval is
shifted by N points.

FIG. 7 shows an example of a filter according to the
invention. It has a transversal filter, which is known per
se. This filter has several stages which are connected to
each other. The signal travels between an input 71 and
an output 72 through a plurality of stages 1. The filter

has several transversal outputs 74. The outputs 74 are *

connected to the stages of the filter, and in these filter
stages there was 2 multiplication of the signal by a
weighting coefficient. The outputs 74 are connected to
an input of a summer 2, The result of these calculations
is provided at an output 75 of the summer 2.

The output 72 of the several stages 1 may be con-
nected to an input of a next stage trangversal filter (not
shown in FIG. 7) and which would be connected in
series. The overall transversal filter thus provides a
signal summing the two outputs 75. '

In the case of the compression of pulses correspond-
ing to the particular values of the multiplication coefTi-
cients of the outputs 74, the signal to be used is provided
at the output 78, :

In FIG. 8 there is shown a filter of a known type,
which is the same as the transversal filter of FIG. 7. The
filter of FIG. 8 has a frequency separation filter 3,
which may be c¢onsidered as a digital shifting filter,
furnishing output signals on N parallel channels. The
filter 3 feeds frequency the sub-bands to filters 5. which
are in parallel. The calculation in FIG. 8 is brought
about by a shifting calculation, that is to say, in each
cycle of calculations, a new sample is fed into the filters
8. This results in the overall calculation of the circuit of
FIG. 5 as proportional to N2, N baing the number of
filters 8. The output of the frequency separation filter 3
is connected in parallel to a plurality of filters 8, These
filters 5 redivide the band of the signals to be treated.
The Filters 5 are digital filters of a known type, which
may be of any convenient or conventional type. The
outputs of filters § are connected to a summer 4, At the
output of the summer 4, there is provided a filtered
signal, The circuit of FIG. § requires a numerical filter
having a very large calculating capacity.

In FIG. 9 there is shown a schematic equivalent of
the ransversal filter of FIG. 7. In FIG. 9 there is shown
a filter having paraliel channels, Each channel has a
filter corresponding to 2 section 5 of cells of a transver-
sal filter, and having between 0 and 1—1 elements lead-
ing to a delay increment of 17: where 1 is the number of
channels. :

In FIG. 10 there is shown 2 circuit equivalent to that
of F1G. 9 where the response of each filter corresponds
to each of the channels calculated by DFT (DFT)-!
having 21— Ipoints. Each of the channels 1, 2, .. . 1 hasg
21--1 paths corresponding to 21—1 coefficicnt DFT of
the input signal 71.

The circuit of FIG. 10 provides a transversal filtering
function of N points,” The calculations are brought
about in each of the m parallel paths, each path treating
1 point. Thus, N=m-1.

In the following equations, the superscripts represent
the number of 2 path (1 to m), the subscripts represent
the aumber of sample.

Advantageously, the coefficients 260 are:

40

45

50

35

60

65

5.

4

Ay Ay with fa ] 10 2 - § Equation - |
the coefficients of the DFT of the pulse response of the
transversal filters 1 to m of FIG. 9.

The numerical signal 720, provided at the output of
the filter, are:

m Equation-2
2pr = PE 1 )%r

r being the number of points in a unit of the TFD

Equation-3

i=2l—

’:r' :

, :
A Fir-p-1)AF exp(Renif2l - 1)
where y is the signal presented ar the output of the
filters 25;

F being the DFT of the function f to be filtered. Thus:

Equation-4
fm2 =m

-2 4
= Eo exp(Renifdl - I)[p:‘;] Eraip= )il
It is (DFT)—1 of a group of lines DFT F'i corre-
sponding to tha terms between the brackets.

- M uation-5
Fraf3" By =
/=1

F’ is the linear convolution of F; of the successive
blocks with the pulse response of a filter having AF
with p=1to m,

Thiz 15 implemented by the filter of the invention
shown in FIG. 11, The filter of FIG. 11 has a DFT 300
for calculating the DFT, for example, on 21— points
connected in paralle] to a8 group of paths having trans-
versal filters 5. The outputs of these transversal filters 5
are connected to the inputs of a inverse DFT calculator
400.

The signal at an input 71 to DFT calculator 300 has a
period of 7. .

The trangversal filters function with a period of 17,

The signal at an output 75 is provided with also hav-
ing a cadence of 7. It is possible to replace the number
of points of the DFT, (DFT)—1 here equal to 21 —1 by
an amount 2| which is a power of 2 in such a manner to
able 10 use a calculation device for fast Fourier trans-
forms. '

The period of calculation of the circuit corresponds
to the band pass of the digitized signal which is able to
be treated and in B=1/7 l7 being the delay increment of
the delay line 27, i.e. the difference of delay introduced
between two parallel adjacent paths,

The period at which the transversal filters operate is
b where b is small in comparison B.

It is necessary that:
1 Equation-6
et 3

The necessary calculating leve] is thus:
m{2l=T1)6=INb ' Equation-7

WU 4114 r.
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The calculating Jevel is thus proportional to N in the
case of a filter according to the present invention.

In contragt, for filters of the prior art, the necessary
level for calculation was equal to N.B.=Nab with
a=B/b-a is the coefficient of growth of the band.

In the case of prior art filters the power of calculation
required is proportional to aN and not to N. It is
thought desirable to exclude the two extreme known
cases from the present invention:

The case where 1=1, i.e.,, m=N corresponds to a
transversal filter of 2 known type of a single path:

The case where m=1, ie, 1=N corresponds 10 a
classical filter by DFT and DFT inverse,

Thus, in the cass of the present inveation, le]l,
N[NZ, that is 1o say, | pertains to the interval [1, N]
with 1 and N excluded, this interval being taken within
the set of integers Z and N being the number of points
treated by the filter according to the present invention.

In FIG. 12 there is shown an example of a fijter ac-
cording to the present invention which does not have
transversal filters but multipliers in: each path. These
perform the function of separating into small bands, the
signal at the input and provides a summing of these
bands as shown in FIG, 13, '

The circuit of FIG. 12 has a DFT 300 for calcalating
the DFT on at least 21—1 points and is comnected 10 2
group of parallel paths, Each parallel path has a multi-
plier 28. The outputs from the multipliers are connected
1o a calculating circuit of the DFT inverse 400 on at
least 21—1 points.

The multipliers 25 receive the coeflicients Kim=| 10
m, for example from an output of a memory 26. The
memory 26 in the first cxample of one embodiment of
the invention receives the coeflicient in series and sends
them out in parallel to the multipliers 25,

In an alternative embodiment, the coefficients are
stored in memories and are addressed by a sequencer
not shown to furnish the necessary coafficients to the
function of the circuit in accordance of the present
invention. :

Advantageously:

p=!
Kim F[,LEI aPAf]

where:

r is the number of blocks of points of DFT;

F i8 the DFT of the function to be treated,;

ap are the cocfficients of the linear combination.

AP are the coefficients of the Fourier transform of the

impulse responses from the filters of the parallel paths
of FIG. 13. ‘
The tesults of the calculation are thus:

imel tion-9
o ‘-ﬁo xp(2ni/ ) K, Equation
-

‘The period of calculetion to the inpur and to the
output of the circuit of FIG. 12 is equal to 7 while in the
interior of the circuit sccording to the invention the
peniod is equal to I+,

In order to use the FFT one can take 21 power of 2 in
piace of 21—-1.

When FFT is used and the filters dividing the band
correspand to the l-point FFT filters, the Fourier trans-
form of the impulse responses of cach filter only in-
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6 .
cludes one line corresponding to the central frequency
of the filters. -
The operation of the linear combination afier separa-
tion into paths may thus be effected by FFT Linear
combination of the lines (FFT)—1.
There is thus only one line per filter.

AL mQif (#Ep=14%,_ |22, Equation-10

Therefore, only that lines of the FFT 2! of signals
common with the FFT [ are used.

In this particular case; the FFT; (FFT)~1 are thus of
a rank equal to the number of paths,

The circuit according to the present invention lends
itself to be usad particularly in radar, sonar, telecommu-
nications, end for circuits and systems for treating
sound and images,

1 claim:

1. A digital filter using Fourier transformation for
filtering sampled input data comprising samples at a
predetermined rate arranged in successive blocks of |
samples, said filter comprising:

first means for celculating a discrete Fourier trans

form on sets of 211 points, each set of 21— 1 sam-
ples being shifted by 1 samples with respect to the
preceding one;
second means for processing data including I parallel
filtering paths arranged in a sequence and con-
nected to said first means, wherein said 21— points
of the discrete Fourier transform are applied to
each of said paths and wherein said paralle! paths
comprise respective delay means whereby said
delay means are selected for introducing a constant
relative delay between each two successive paths
in sgig sequence, said relative delay being equal o
1 times a sampling interval of said input date; and

third means connected to said parallel paths for com-
bining signals processed in said paths; said third
means having an output delivering filtered data at
said predetermined rate, in response to said input
data. :

2. A digital filter according to claim 1, wherein each

‘Equation8  of said paths further comprisas a transversal filier and -

wherein said third means consist in summing means for
summing said signals processed in said paths.

~ 3. A digital filter according to claim 1, wherein each
of said paths further comprises means for effecting a
linear convolution of said 21— 1 poiats of the discrete
Fourier transform with discrete Fourier transforms of
impulse responses of | transversal filter sections and
wherein said third means compriss | DFT ! means for
calculating an inverse discrete Fourier transform re-
spectively connected to said paths and summing means
connected to said 1 DFT—! means.

4. A digita) filter using Fourier transformation for
filtering sampled input data comprising samples at &
predetermined rate arranged it successive blocks of |
samples, said filter comprising:

first means for calculating a discrete Rourier trans-

form on sets of 21—1 points, each set of 21— sam-
ples being shifted by | samples with respect to the
preceding one;

second means for processing data including 21—1

paralle]l filtering paths arranged in a sequence and
connected to said first means, whersin said 20—
paints of the discrete Fourier transform are applied
to said paths respectively; and

31792
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thitd weans connected to said parallel paths for com-
bining signals processed in said paths, said third
menans having an output delivering filtéred data at
said predetermined rate, in response to said input
data, said third means comprising a DFT-! means
for calculating & 21— 1 points inverse discrete Fou-
rier transform on said signals processed in said
paths,

5. A digital filter according to claim 4, wherein each
of said paths comprises a2 m-point transversal filter,
where m is 8 predetermined integer, said transversal
filters operating with a period equal to I times a sam-
pling interval of said input data.

6. A digital filter according to claim ¢, wherein each
of said paths comprises a multiplier having a first input
and an output, forming an input and an output of said
path, and a second input and wheisin said second means
further comprise memory-means for storing 21— | coef-
ficients K, wherz 1 <i<2l—1, and for providing said

RUYURATORUTFCN/ rATcN I ORUrrCi

5

15

coefficient K to said second input of the multipliers of 20

14

5o
—
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8
said paths respectively, seid coefficients K; being se-

lected according to the equation: ,

p=t
Kim Fip| 2 cpAf
p=1

where Fj, represents the %5 point of the discrete Fourier

transform calculated by said first means or the % block:

of samples, A?; represents the i term of the discrete
Fourier transform of impulse response of a -point trans-
versal filter and a, are coefficients of a weighted linear
combination constituting said filtered data delivered by
said output of said third means,

7. A digital filter according to anyone of claims 1 to
6, wherein each of said set comprises a block of sarnples

followed by a block of zeros.
LI ]
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IKEE TRANZACTIONS ON ACOUSTICY, SFEECK. AND SIGHAL PROCESSING. VOL. 34-NO. 2, FERAUARY 1% m
Muludelay Bloek Frequency Domain Adaptive Filter  sdagive filker has a shaner block delay, [zacr adapustion speed,
. . . wnd sall memary requircment.
JIASIEN SO0 avp KKEE K. PANG Befors we procesd (o (b= next sccuos, we denete tha uppor and
' . lower cass symbols x5 frequency and me damals varigbles, re.
. ' spestively, The boldface symboie wiil represcor vemon or ma-
Abirwct—A Dexlble muitidelay block fraquexy demals (MDF) uicas. All vestans are tpacified oy columa yeciors with superscript -
séapaive hes by preseaird. The disabea) lastare of the MDP adaptive 7’10 dennis ife toamtposn oprrution. An eszrick will demoes com-
Sy iy 1 allaw 00t 10 Chowed Uhr size of 2n FFT tallarcd to the cficiean . plex copjugase UanEpasioD.

“won of » hardware, raiber thps ihe requicement of s Kpucilie npplica- ‘ *

- Uan- The MDF adaptive Gitrr ahm requires Lew mumety and 50 rvduce T, Tue MOF Aparmvg Fritias .
1he roquiroucat aad cem of ¢ bardwwre, [n prfermance, the MDF . To campraa the [Insar eanvolutiog/correlaion in the FLMS [2],
wdapiire Hier Intredecs snaticr black delay xpd b fagter, ddewl (or 5 [3) adapéiva Raiar, either e overiap-save or overtap-add tachnique
Irmoasrying (yRtam sech &1 orodellng x acoasiic FEUN U 2 (EOCORTIN- [4) ts Bornally ueed. ¢ ix hown in |B] that by splirting the overtap-
tmre roem. This b ackicved by usiag mmalitr biock b, updaifop e save method inlo two smalicr blocki of an ovarisp-tave pmcese,
wight vecian zn ofiz, aed reducig [be tolal eamctiles s of the  the performancs of the adaplive filter improves sigaificaadly. I this
adapiive process. The MDE stypeve Dter compares Rvoradly to other  gection, we cxtznd (he ides furtherta s asbitary numsber of ssnller
frequesy domaln adsptive R3ters vhes It sdaptation sperd xad mb  dclay blocks and geanrilize it to the MDF daptive flirer,

dJi are 1exed [n Cucip iolath Let i b the toral mumber of weigihts 10 be madaied and let i
be the awndsr of delay blacks. We then choots N’ to be the size
I. IrreotucTion ' of the PFT, with N’ equal 10 the smallen power of twa imiagen
Adapiive digitsl Alicrs have besome lncreasingly populse duc w0 w&‘:\; m ﬂomm{ mgpr:“;: ‘::
thalr **intelligent™ oxture of processing sigaxis xng tie emerpence quetcy domain vis tse FET &3
of 2 family of powestul digitsl sigm) processars. Thers ate maoy
sdapilve algorithms available: cach has (s owb faatits and specia) Xix, /) = ding {FFT{xal/ ~ 1) 2004 = 1).
Pl H , fof applicatioss such as sn i¢ ecbo . . :
cancellcrin tcloconfarente systams [{], which roquires Alvar Jeagthe g - ,
of severl hundreds and i by ds, the frequency do- . JEETRr
main black agaptjve Alier based on the loast mean-square algorithm . %) flu) ' xf" )l ] . (1
{FLM5) [2) is considered 50 be most suitadle. This is bespuse the  WhEre j it tha bigsk licration index. m nd;rddlg block iapus
FLMS xiaptive fiter implemants the block LMS (BLMS) (3] a)»  veStors arc cbmined vio block Jadez shiniag without inveking say -
genitum efficienly by uting e fast Founize tmasfoon (FFT). [nso  computation as fallows: .
doiag, n wignificent reduction In computalional dogd Tov the same X(mJ)wX(m+1j—~1), mwl 2 o M-l
Mapuition porformanas i achioved, Many other artactive featurey . . .
and variating of the FLMS adaptive flicr an be foud in [2}-{7), o
However, 8 few pacial implamenution problems of the FLMS 1. quspesss thar only onc FFY fs nemded per block izefation 1
adapive Aot Nave hiodered i wpplications, Thess A ad flOWE. sfor the inpul vecior, 4 $ignificans compuiLian saving, The
1) Ineficlenr Usr of a Hardwore: Foy o sdapiive fllisr, » OUIRUT a8d CAROY veStOrT an be Cxpreased as ;
2N-poimt FFT la gereqally unsad foc an N-pwict weight factar. Men v .
e P, gyt 5 o T e L 317 = b et {71 21 w0 1)
cancedler of » few thounnds wps, 2averl FFT chips are cascaded . :
wgtthar with catéraal memory w form x larger FFT conBputation, @
which is rather jneflicicrx and espessive. C e . , g’
2) Lomg Block Delay: Since e FLMS algorithm implemeau ~ S0/) = FFT{0.8. -~ . 0. [8(/) = 5(j 3] } (a)
block procesaing, if the weight slze N =~ 1024, tho first output 3, ., LR (™
needt 1o wait ahier the Jast outpat ) . gy of the same block In pro- . R
ceased of a dolny of 128 ms for wn 8 kRz ampling rate. Such 1 whers Wem, /) i tha mth weight vozwr and d(/ ) in the dsired
long delay would maks the scho more andaying, veetor, The weight w oquutions baszd on the LMS criteria 10
3) Large Quantaiion Error in FFT: Astheskeof sn FFT Be-  minimize the |o( ) ) are given 35 o
comcz larger, the mamber of multiplleations and scalings incroases. ’
This cavscs UM Guastizglion emor. é(m.)) = firm nair of {FFT™'(X=(m,/)ELJ)])  (5)
Wilh ddm limitatams in mind, we prulm ¢ more fsxible u‘;; .
uTnCy domain adapdive fher Ry . aallogd the multidelay -y P) = mf),0.0---,0 3
}nqmq dowainn (MDF) adaptive fiker in s comespandence. (7} = FPT(4()) M . ®)
The perfommance of e MDF adapiive fher I catrpared (o (he i~
existing [requency domain adapeive Bleess. it is found that by utiag Wimje1)w Wm )+ Mp,d(m, j) (7
& amall FFT size and wpdating the welghee more ohen, the MDF
[ where m & 1,2, -+« | M and uy is the block mep size. c
. . The bleck di of the MDF adnpiive filter depicted in Fig.
Maaccrin owaived Febeuary 9. L9M: revin ay 19, 1985. Thly aurt ) cirarly illustroczs the cascadabic ood ecicar Dlock stucture,
w2 supported z;b: CSIRO (Assimalia) Coligharytive Program in-Infor Nove that the & ot aporutions of the MDF adagtiv, flte
The avthom: are with the brpgnimcat of Eloctrical andt Compuuer §yp. R [dearloal 10 o FLMS, cxoep now de FET le A*-points lang.
tad Engiperring, Monash Univertily. Claytm, Vicwris 3168, awstrzlin.  TRe FLMS adoptive filier can. ia facl, b¢ ropasdnd as the special
~ IEEE Log Numbcr ¥932759. case of MOF with M = |. If (ke sif-archogonallzing algorithm s
0096-3518/50/0200-0373501.00 © 1990 IEEE
L)
N e
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\—\ D mriime
-0
[ 10 0 3 30 0,
CTIFATICR WOREER X (128-pc bloek) .
Fiy. 1. Converyonee chanctenistics of MDR (M~ 16) mad FLMS adsp-
tive Bliers Far urcormiand ingmt and step slzrs: 4g{ MDF) = 0,635
- =7 ag(MDF*) m 0. l!l‘.’ 6 MF:(PWS) =018 ~4,
DT tda}
i a g
- Nz gy ~— |
16 MmO? (4| —
or 161 —-
\ ) ANOP 16} —
.20 \ . .
. \ H
30 . \
-\
=10 . \
@ w0, "3 4 .50
ttuaron WORBER b (1294pt Black)
Fin. ¢, Convcrgwee shumciesifics of MDF and AUMDF sdaptiva Ghers. . o
St vau aLin FI; 2
TABLE '
Hllc\muu Tiag POz TRE ADAZTIVE FILTRNE TO Cuunm FFT
Exceution Time (1n me)
. ‘ Compkx FFT Yutoat Adaptlve Filiers
psp 56PoiM IK6-Poit  FLMS UFLMS  -MDF  AUMDP  UMDP
DSPS5000 on 9% 20 150 - ez e, 8BS
TMS320C2Y .2 710 5.9 213 %4 T 19S5 16
IY. ComryraTionas CaMpLexity The memery requirament of the proposed fn y domain adop-
. . . tlve Alieris mach teye than the Fms Forths MDFndapu\re fileer,
Refer o Flp, 17 it s cleardy thown that the numizr of multipll- e momofy sarge it spproximatcly 44 + VON/M polnu com-
cations of the fraquency domsin adaptive filter is directy propor- . pared to roughly about 14 N peinta for the FLMS alporithm, Thus,
tenal to the mumber and size of the FFT used. A 2Nepoiat FET 173 = 4, there is more thay S0 percent rdnction in memory stor
£an be shown to.require ¥/2 logy N complex multiplications or 2N age for the MDF adaptive Alter. The above compasison ia bessd on
log; ¥ real multiplicadons {9). Wit thit etsumption, e tatal b number of mulliplications md m:mnry slorsge required sepa-
nurabers of muliiplications per output. sample for different sdaptive  mately. To make a mare practic: mdian, we both of
ltees with Bxed pg'are these Iwo fectors in terms of the ton exzcullon time peeded Io
perforen the FFT ap=mtiony, We first mssume N = 512 and ths DSP
FLMS: I0log, N+ 8 (16) uard i3 ejthor tha Motoroly DSPSG6O00 or TI TMSI20C2S, Since
. . both of thege DSP"2 aro optimizad for § 256-point FPT, we zlect
3 v _ M = 4 for the MDF adaptive flters. This' means the sizz of the
 MDF: (3M ¢ €)loga N + BM — (4M + 6) logr M .(17) £t oiired For tne PLMS/UFLMS and the MDF adsptive fhers
) arc 1026 and 256 poim, mapextively. Tabie I sutnmarizey the total
AUMDF: 10 log; ¥ + BM — 10 logy M (18)  exzcuuion tims toquired far vadous adaptive flters. It is ohviout
Lo . that the MDF agapuive Sliers 3re more sficient in Mrdware ulili-
UMDP: 6log, N + BM-~ 6 logy &, (19)  zacion, . . -
- ..___._ - — - I —-
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Fig, |. A genaralized MDF pdagnive Ghaet. .

wed, (7) becomey
Wim.j+ 1) = W(m,j) + ul j)@(m,}) o)

#(J) = dwg(pali Vo il e oo+

pi)s e i) )I (9 -

ml(J) w Mug/2(j). ROl - N/2~ )
' ' (10)

. L4 -
G =820 -0+ 0-n £ Aw] o)

PM.j) = XE(M, )X (M, ) . R )
Am ) m A+ L= 1) me 12 M
: (¢E))

where £ s the frequency bin and A 1 the s3mogbing constant: f =
*0.8 is uged bere. o .

Ir should bo memignsd that the ssif-cnhogonalizing sigorthm
applled nate is mol cxactly cquivalont to 1he algarithm propossd in
IS] and (6], The pawar estimate in (10)-(13) makes ur= of tha
Weleh methods [10] to average the pariodograms of cach block.
This results in the redyction of variases end smoathing of tbe pawer
ipecinim. -

TIL SIMULATION RESULTS AnD PERFORMANCE ANALTSIS
In this secxion, we compare the performance of. the MDR ndap-
uva Flizr to cther exigting frequency domaln sdapiive Gliers, The
simulation is bas=d on identifying an FIR Rlter with the weighu
defined oy ' .
o (=1 exp{-008(r+ 1)}, r=01-e-, 120
(14)

The [npot cample £( / ) is unifonnly dismibuted between — 100 and
100 and the quandzatian noisc is added in the d{j) by tmns-
- forming the #( 5 ) from « real 10 an inteer number. The narmatizsed
mean-square crror (NMSE (k) ) avetaged over ien independent rung
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(0] pa— Flg. 2. Comvetgance chancwrinles of MDF sdaptive filters for comelees
m input with sigeavalue miie of 0 and 3sifonbogamlizioy stgosthms 4,

= L1, Z{Q) >S50+ 5, Wit M w2 5, K umd 16.

in dB of the leaming cusve is defined a8
. - !
Z [4e) = 5,(80] :
NMSE(K) » 01og 220 ——— @8 (15)
<t .go [‘.(k)]z

Fig. 2 iltustratey that the gt speed a the
bintk sze reduces when the mep size jy is held comstans, This

obscrvation agresy whh the results i [3], in which the =ffecr of -

block size in lenmne of lime corsamt on the misedjustmenm is dis-
&nesed. However, an the block size 4 \ inCoy M
the time comatant given doas R predict the convergenes spoad ac-
curmiely. In Fig. 2, the MDP sgaptive fllter it M = 16 is not twice
as fam o4 1hat 3t M = 8, This diecrepancy indiostey thal the lime
doomin analysis for the BLMS algoridun use in [3] is not sirictly
applicableo 1o o (requency domaio counterper, .
Fot a realiatic comparison of sdapiation mzed, we firt chooss
1be opimal ep sizz 16 give the fagrest coavergence far the FLMS
sigorithm, then ebaic two 3245 of wtep sizz lor tha MDF. The it
et of mep siee I8 aclected 1 give the aare smady-aate cyror 35
Ut of PLME, whercas the sccond sct (denniad by the asterisk) is
cbtainsd via tial and acot 10 give the best performaace, The MDF
algorithm with both se1s of step size i found to be faster than 1he
FLMS wigorithm in Fig. 3. The fast convergenoe mic is atiributed
1o the more fraquent weight updatc process adopted in ihe MDF

uigoritbm. The sbove amarvation Is consisant with the analysiy ©

foand ia {L1). :

To make tw MOF adaptiva fiher more efficicat, we axplore the
poaribillty of not impesing the weight 3301 0n (5). (6) 85 the
UFLMS (5] docs, and called the sunconstrained muitidelay block
Jrequency domain (UMDF) aduptive filer. This retalre in g savingy
of lwo FFT opecationa for exch delay block. Rowaver, the UMDE
ndaptive filtcr is found 1o bo slower and has « erger mitadjusiment
depanding on the relulive magnitude of tha weighrs 1o be idertified
and the pumber of deloy blocks, Altematively, we cat impose a
weight coastraint on only oac block of wrights st cach black time

J- Thatia, (5) and (6) wre only implementod for only onc block, but

o001 afi blacks of welght vestors ar each iterstion. In 40 doing, we
ore cffectively me muliplexing or uliervaively applying the
weight conmralar on each block, Thus, the name alicimative gn=
constrgined multidelay block frequency domaln (AUMDF) adsp-
tiva filier it used. Fig, 4 ahowa Lhat th: AUMDF sdaptive flter has
almost identical pesformance compared to the MDF when M gnd
o tre small, For M = 16 or oy Iarge, there is pome loms of pere
fornance for the AUMDE adapilve Alicr. Nevertheless. the cioice
of cither an MDF, AUMDP. or UMDF adaptive filter i3 both ap-
plication and hardware dependent.

.f.‘4|/b9
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The MDF ndspiive filtar ig gerived and verified. Tr requires less
nemwy storoge. small FFT size. and allows gifferent configum-
wons 10 be chosen depending on the hardware uszd. In perfor

-mance, the MDF sdaptive Glter has & smaller block delay and is

famer. This is achizved by updating Lbe weight vec1ore more ofien
and reducing the 1ol execwion (ime in mos of the D5P't. Fun

“thermore, the total number of blocks needed can be changed-dy-

aamically without intcrruptiog the somual eperation. Fot exampic,
one Cu0 udd or drop oné block of weight veesor by checking the
change in outpu ervor sfier some iterations wn avaid the redundam
openations, It is imporant to point oul that the MDF sdaptive Alier
u mast sulradle for raai-time applicatlons lmplummm on the DSP

, 10T 00 a genorxl P becaute ihe latrer is
not conslmned by the smn mmry
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HIGH-SPEED CONVOLUTION AND CORRELATION*

Thomas G. Stockham, Jr.
Massachusetts Instituie of Technology, Project MAC
Cambridge, Massachusetts

1
INTRODUCTION

-Cooley and Tukey' have disclosed a procedure
for synthesizing and analyzing Fourier series for dis-
crete periodic complex functions.t For functions of
period N, where M is a power of 2, computation
times are proportional to A log; NV as expressed in
Eq. (0).

T ~ ko Nlog; N (0)

where k., is the constant of proportionality. For
one realization for the IBM 7094, %, has been
measured at 60 usec. Normally the times required
are proportional to N¥°. For N = 1000 speed-up
factors in the order of 50 have been realized! Eq,
(1b) synthesizes the Fourier series in question. The
complex Fourier coefficients are given by the analy-
sis equation, Eq. (1a). ’

N-])
F(k) = 2 f(j)w

(12)
Jj=0
| N=1 ’
SU) =5 2, Fllow” (16)
kaQ

where w = ¢2/¥ the principal Nth root of unity,

The functions f and F are said to form a discrete

*Work reported herein was supporled (in part) by Project
MAC, an M.LT. research progzam sponsored by the ‘Advanced
Reseuarch Projects Agency. Department of Defense, under Office
of Naval Research Contract Number Nonr-4102(01).

1To be able to use this proccdure the period must be a highly
cemposite number,

229

periodic complex transform pair. Both [unctions
are of period N since

F(k) = F(k + ¢N) (2a)
and "

SUY =S + V)
TRANSFORM PRODUCTS

(20)

Consider two functions g and % and their trans-
forms G and H. Let G and H be multiplied to form
the function C according to Eq. (3),

Clky = G(k) x H(k) 3
and consider the inverse transform c(j). c¢(j) is
given by Eq. (4)

| A
eU) = & 2 &DAG = 9)
720
p Al
= — h(DNe(f - 4
N (Delj =) (4)

as a sum of lagged products where the lags are per-
formed circularly. Those values that are shifted
from one end of the summation interval are circu-
fated into the other.

The time required to compute ¢(j) from either
form of Eq. (4) is proportional ta N2, If one com-
putes the transforms of g and h, performs the multi-
plication of Eq. (3), and then computes the inverse

43/05
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transform of C, one requires a time given by Eq. (3)
Tae = 3kaNlogy N + kN
= kg N{log; ¥ + ) (5

where ke © 3ke, 8 = K/ ke, and kN 15 the time
required to compute Eq. (3). Of course this assumes
N is a power of 2. Similar savings would be possible
provided N is a highly composite number,

APERIODIC CONVOLUTION

The circular lagged product discussed above can
be alternately regarded as a convolution of periodic
functions of equal period. Through suitable modifi-
cation a periodic convolution can be used to com-
pute an aperiodic convolution when each aperiodic
function has zero value everywhere outside some
stngle finite aperture, '

Let the funcuions be called 4() and s(j). Lct the
largee finite aperture contuin M discrete points and
let the smaller contain M discrete points. The result
ol convolving these functions can be obtained from
the result of circularly convolving suitable aug-
mented functions. Let thase augmented functions
be periodic of period L, where L is the smallest
power of 2 greater than or cqual lo M + N. Let
them be called da(j) and sa(j) respectively, and
be formed as indicated by Eq. (6).

Ja()) = fU + jo) 0gjsM-1
=0 ' M<j<L=1 (6)
= fa(j + nlL) otherwise -

where jo symbolizes the first point in the aperture of
the function in question. The intervals of zero
values permit the two [unctions to be totally non-
overlapped for at least one lagged product even
though the lag is a circulir one. Thus, whilz the re-
sult is itself a periodic function, each period is an
exact replica of the desired apcriodic result.

The time required 1o compute this result is given
i Eq. (7).

T = ke L(logy L + p) (7

where M + N < L < 2(M 4+ ). For this case,
while L must be adjusted to a power of 2 5o that the
high-speed Fourier transform-can be applied, no re-
strictions are placed upon the values ol either M
or N.

SECTIONING

Let us assume that M is the aperture of (/) and
N is that of 5(j). In situations where M is con-

. TTIETEYOR R B
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siderably larger than &, the procedurc may be
further streumlined by sectioning 4(j) into pieces
each of which contains P discrete points where
WP + N = L, apowerof 2. We require K sections
where

K = least integer > M/P (8)

Let the ith section of 4() be called 4;(j). Each sec-
tion is convolved aperiodically with s(;) according
10 the discussion of the previous section, through
the periodic convolution of the augmented sactions,
da,(j) and sa (/).

Each result section, r;(j), has length L ~ P + N
and must be additively overlapped with its neigh-
bors 1o form the composite result r(j) which will
be of length

KP+N2M+N (a)

If r;( j) is regarded as an aperiodic function with

zcero value for arguments outside the range 0 <

< L ~ 1, these overlapped addinions may be ex-
pressed as .

K-1
Py =2, r(j—iP) j=0l,...KP+ N1

3

(9b)

Each overlap margin has width & and there are
K — | of them.

The time required for this aperiodic sectioned
convolution is given 1n Eq. (10).

Ta = k(P + N)logy(P + N)
+ 2Kk, (P + Mlog,(f + N)
+ Kk (P + N)
= k., (2K + 1) (P 4+ N)log.(P + N)
+ Kk, (P + N)
= k2K + D(P + N)og(P + N) + ')
(10)

where u’ » kyu/2ky. Kkoo P + N)is the time re-
quired to complete auxiliary processes. These
processes involve the multiplications of Eq. (3), the
(ormation of the augmented sections da,(j), and the
formation of (/) from the result sections r,( j). For
the author's realization in which core memory was
used for the secondary storage of input and output
data, g’ was measured to be 1.3, which gives
kyw = 3kg = 300 usec. If slower forms of auxiliary
storage were employed, this figure would be en-
targed slightly.

For a specific pair of valuecs M and N, £ should
be chosen to minimize T, Since P + N must be a

—— e, S———
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. .
power of 2, it is a simple matter to evaluate Eq. (10)

for a few values of P that are compatible with this
conslraint and select the optimum choice. The size
of available memory will place an additional con-
straint on how large £ + N may be allowed lo be-

come. Memory allocation considerations degrade

the bencfits of these methods when NV becomes too
large. In extreme cases one is forced to split the
kernel, s(/), into packets, each of which is con-
sidered separately. The results corresponding to all
packets arc then added together after each has been
shifted by a suitable number of packet widths. For
the author’s realization & must be limited to occupy
about !4 of the memory not used for the program or
for the secondary storage of input/output data. For
larger N, packets would be required.

COMBINATION OF SECTIONS IN PAIRS

If both functions to be convolved are real insiead
of complex. further time savings over Eq. (10) can
be made by combining adjacent even and odd sub-
scripted sections da,(j) into complex composites.
Let even subscripled da,( j) be used as real parts and
odd subscripted da, . ( j) be used as imaginary parts.
Such a complex composile can then be transformed
through the application of Eqgs. (1a), (3), and (1b)
to produce a complex composite result section, The
desired even and odd subscripted resull sections
r( /) and r;_\(J) are respectively the real und imag-
inary parts of that complex result seccion,

This device reduces the time required to perform
the convolution by approximately a faclor of 2.

More precisely it modifies K by changing Eq. (8) to’

K = lcastinteger > M /2P

(1)

For very large numbers of sections, K, Eq. (10)
can be simplified to a form involving M explicitly

AUYUARTQRUrFon/FrA e QR

VAN i,

instead of implicitly through K. That form is given '

in Eq. (12)
Tow = ka M((P + N)/P)(logz (P + N) + »]1(12)

1
Since it makes no sense to choose P < N, [or simple
cstimates of an approximate computalion time we
can wrile

Tua = 2kaM[log, N + u' + 1] (13)

EMPIRICAL TIMES

The process for combined-sectioned-aperiodic -

convolution of real functions described above was
implemented in the MAD language on the [BM
7094 Computer, Comparisons were made with a
MAD language realization of a standard sum of
lagged products for N = 16, 24, 32, 48, 64, 96, 128,
192, and 256. In each case M was selected to cause
Eq. (i1) to be fulfilied with the equal sigm. This step
favors the fast method by avoiding edge effects.
However, P was not selected according to the op-
timization method described above (under **Section-
ing Convolution™), but rather by selecting L as
large 25 possible under the constraint,

InL > P/N (14)

This choice can [avor the standard method.

Table 1 compares for various N the actual com-
putation times required in seconds as well as times
in milliseconds per unit lag. Values of M, K. and L
arc also given.

Relative speed factors are shown in Table 2.

ACCURACY

The accuracy of the computational procedure
described above is expected to be as good or better

Table |. Comparative Convolution Times for Various N

N 16 24 32 64 96 128 192 256
M 192 208 384 416 768 832 1536 1664 3584
K : 2 1 2 2 I 2 1 l
L 64 128 128 236 256 512 512 1024 2048

0.2 031 08.
03 04 0.6

Tu\aml:ul

Tfu 3

Time tn seconds

1.25 30 50 12 20 48
038

1.3 1.8 30 38 380

"Time in milliseconds per unit lag

Txund.ud/H 1.0 14 2.0
Tosym .5 19 15

30 39 60 738

120 133
16 21 19 22 22
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' . Table 2. Speed Factors for Various ¥

N 16 24 32 48 64 96
$ 41523 28 40

Speed factor %

*Estimaced valuss.

than that obtainable by summing products. Specific
investigations of the accuracy of the program used
o accumulate the data of Tables 1 and 2 are in
process at the time of this writing. The above ex-
pectations are fostered by accuracy measurements
made for floating-point data on the Cooley-Tukey
procedure and a standard Fourier procedure. Since
the standard Fourier procedure compules summed
products, its accuracy characteristics are similar to
those of a standard convolution which also com-
putes summed products, Cases involving functions
of period 64 and 256 were measured and it was dis-
covered that two Cooley-Tukey transforms in cas-
cade produced respectively as much, and half as
much, error as a Single standard Fouricr transform.
This data implies that the procedurss disclosed here
may yicld morc accurate results than standard
methods with increasing relative accuracy for
larger N.

APPLICATIONS

Today the majoriapplications for the computa-
tion of lagged products are digital signal processing
and spectral analysis.

Digital signal processing, or digital fltering as it
is sometimes called,.is often accomplished through
the use of suitable difference equation techniques.
For difference equalions characterized by only a few
parameters, compulations may be performed in
times short compared to those required lor a stand-
ard lagged product or the method described here.
However, in some cases, the desired filter char-
acteristics are 100 complex to permit realization by
a sufficiently simple difference equation. The most
notable cases are thosc requiring high [requency
selectivity coupled ;with short-duration impulse
response and those in which the impulse response is
found through physicul measurements. In these
situations it is desirable to employ the techniques
described here cither alone or cascaded with dif-
fcrence equation filters,

The standard methods for performing spectral
analysis? involves the computation of lagged prod-
ucts of the form

Nej=1

F(j) = ZO XDy + ) (15)

A R 4;&‘:‘-‘;""‘ ey

AN

128 192

256 512 1024 2048 4096
52 6 13 24* 44* 80"

which, in turn, after weighting by so-called spectral
windows arc Fourier transformed into power spec-
trum estimates. Speed advantages can be gained
when Eq. (15) is evaluated in a manner similar to
that outlined abave (under *Aperiodic Convolu-
tion™) except that in this case L is only required to
exceed & + Q where @ is the number of lags to be
considered. This relaxed requirement on L is pos-
sible-because it is not nccessary to avoid the effect
of performing the lags circularly for all L fags but
rather for only @ of them. An additional constraint

s that Q be larger than a multiple of logs L. The

usual practice is to evaluate Eq. (15) for a number of
lags equl to a substantial fraction of N. Since the
typical situation involves values of N in the hun-
dreds and thousands, the associated savings may be
appreciable for this application.

Digital spatial fillering is becoming an increas-
ingly important subject.™* The principles discussed
here are easily extended to thc compulation of.
lagged products across two or more dimensions.
Time savings depend on the total number of data
points contained wilhin the entire data space in
question, and they depend on this aumber in a
manner similar to that characterizing the onc-
dimension case.
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Real Signals Fast Fourier Transform:
Storage Capacity and Step Number Re-
duction by Means ol an Odd Discrete
Fourier Transform

Abstract—An odd discrete Fourier trans-
form (ODFT) which relates in several ways
to the usual dlscrate Fourler tranzform
(OFT) ie Introduced and diecussed, Ita main
adventage s that it can readily be spplied to
epectrum and correfaticn computationt on

" veal cignals, by halving the storage capacity
and greatly reducing the number of neces.
sary staps.

DerintTiON

Lot X, X, 0+, Xp- D& N conaplex samples,
and let the odd discrete Fourier transform
(ODFT) be definzd by the relation

1! (2K + Dn
Cp=— B 2mj——1
x N,.‘.V“QX exp[ nj oN

K=01---N=-1L (1)

RECIPROCITY

The samples X, can be obtained from
coefficients Cp by the inverse relation, which
defines the inverse ODFT:

N=1
X, = ')' Cxexp(zm ;ln). 2

Manussript reseved Maceh 1, 197y,

CoNNECTION WITIT THE DFT

The discrete Fourier wansform (DFT) on
N samples is defined as!

) 1R Kn
A‘=ﬁ,§° X,exp(—Z,\/ N)’
K=01,--N=~1 Q)

Relation (1) can be writtzn as

ot [en( )

- cxp( -2 %) @

where the coefficieints Cy are the DFT of terms

. n
X, —2nj —= |-
.(CXP 9] ZN)

It should also be noted that the Cy are the odd
lines of the 2N samples DFT of X, defined by

Xo=Xa
X,=0

n=01"N~-1
nw N N+1--- 2N -1

This DFT can be written thus:

| JRib hn
_ﬁ 'Z X,,-xp(—b{};p)
1R J
=% Zo X, exp (—27: %) (5)

and

when ke 2K 4 1,856, = Cx
v.'hen h o= ZK. Bu: = Ag.

From relation (4), on¢ can consider coeffi-
cients €y as being the spectrum of frequency
translated sumples X,, with f=—12N, ot
from relation (5), as a sampling of X, spectrum
with the same rate us in the usual DFT, but
shifted by hall a sample.

CONVOLUTION RELATION

Let X, and Y, be two sample serizs, and C
and Dy the corresponding ODFT. If we com-
pute the inverse ODFT of the Cy. - D series, we
oblain

TNt 2K + 1
=2 C,(Oxexp(Z:v' o q)
La0 !

e

I-O ned K=0

2K+1
cexp| —2%j T

'[Y, €xp (—-— 2nj 2};; ! m)]

2K+ 1
-eXp (anq N )

1. W, Coolcy, P. A. W. Lewi, and P, D, Welch, “The
finie Fouticr transform,”” IEEE Tvens, Audio Elretro-
acouer., vol. AU-17, Juns 1969, pp. 19-85.
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The relation diffzrs from the cyclic X, and
Y, convolution by the sigh of the second sum,
but can be used when N is cven to calculate
N2 convolution values of Nf2-samples X,
n=0,+--, N2—1 with N Y, samples. This is
derived from 1he fact that, when g>N/2~-1,
relation (6) becomes

1 N2=1
I‘,=N ‘go XY
ODFT APPUIZD T0 REAL SIGNALS PROCESSING

The main iaterest of QDFT remsins in real
signals processing. We have

N-1
Cr-1-x = E X,

AnQ

AN — ] ~
-cxp[—Zr:j WW-1-K+!L lZN K+t n]
N-1
= ) X, exp(an +1n)
nmD

and il the X, are real,

Cr-1-x = Ck- Y]

Odd nnd even spectrum lines are then conju-
gated. In facl, when N is even, the compurtation
of even lines C;, can be achicved separately:

N} 49+ 1
Ci™ J. X,,cxp<2nj 5N n)

huO
Ki13=1
E o L)
aAwl
- g+
+ X,cxp(- 2nj n)
.-z:ilz 2N
Nz~
= Z (Xu_jXJVN,’I)
amQ
_ a1
cxp( 2nj SN
S22
Cyp ¥ [(X X.N,,)cxp( 21!/-2-’-\-,)]

" 'exp( Zry—q-)-
N/2

The C., series appears as the N/2 DFT of the
complex signal:

. . n
U, = (X, = jXp;34.) cxp ( 2rj ZN)

Then one can obrain the spectrum lines of the
positive frcqu:ncy range by retaining lhe Cyq
series for g=0,+++, N/4, and by conjugating the
C, series for q>N/4 [relation (7)]. Using the
rec:promy relation (2), the X, can be oblained
fromm C,, by an N/2 sample DFT giving the U,
and a demodulanon by exp [2ni(n/2N)].

In the snme way, it is possible to perform
correlntion or convelution computations on real
signals, by means of an N/2 sample DFT after
(of before) an extraction of U, from X, (or recip-

4
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rocally), according to the following formula:

X~ U= (X, +jX.x) °1P(~27~’/ )

Yo Vo= (Y, % jYounn) exp (-zgjl)

CoNCLUSION

Spectrum analysis and correlation or con-
volution operations performed on real signals
can be achieved by means of the ODFT which
becomes, after a simple processing, a classic
DFT requiring one-hall the number of samples.
The number of compuzation steps is greatly re-
duced, and the size of the necessary core st0fage
is reduced by half,

J. L. Verner
Thomson-CSF
06. Cagags-sur-Mer, France

New Type of Frequency-Stabilized
n Oscillator

betract—A now type of frequency-
stabilzation method for' a Guan oaeillator
consisting of & high-Q single-tuned oscillator
clecuit \g deseribed. Tho frequency stability
of this stabllized osclilator was 531072 over
a remperihture changa ﬁfgm =10 to 60°C pt
20.570 GHa This result satisfias the require-
ment for a 20-GHz radio relay eystam,

New microwave solid-state oscillators such
35 iMPavT and\ Gunn oscillators, have been
coming into pragtical use; for cxample, Jocal
oscillators are bedug used for transmitlers and
receivers of 20-GHgz radio relay systems. Buy
these have one seridys practical problem, that
of frequency stabilit\\for tzmperature change.
This probiem has bedp siudied by many re-
searchers and engineers (bose work has resulied
inan injection locking (o ) master oscillator end
a dircct or indirect coupled-cavity stabilized
oscillator, According to Yscillalor size, (he
latter is proper for a local hscillator, but this
stabilization method has severyl peactical prob.
lems: mode jumping duting okcration as wel]
as in the instant of swiiching,\lrequency ad-
justability, and decline of output'power, Theze
problems are caused by the exisltnce of two
resonance circujts—the oscillator\ resonance
cireuit and the siabilization cavity. Cherefore,
these osciliators have two possible oXcillation
modes and. accordingly, [requezncy h
over the pulling range,

Toavoid such problems, we desigaed atigh-
Q single-tuned oscillator circuit shown in Fiy. 1.
This circuit consists of s rectangular-waveguide
(YBR-220) Gunn-diede mount, a half-wavk-

Manuscrip! received Murch 1, 1971,
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gth waveguide section, & high-@ external
caWty coupled to the waveguide section through
aslit\and a matched dummy load. '

A Nmplified equivalent represeatation of the
circuit i\shown in Fig, 2, logether with 3 simpli-
fication o{1he Gunn diods as =G,. The cavity,
having its Rwn resomant frequency Jo and the
unloaded Ol Q,, is coupled (0 the waveguide
section, having characieristic admittance Yo
through u slit with VSWR $ into the assembly
i ed.

Then the norwpalized sdmivance of the
assembly for stabilidgtion )1, 1% given as follows

Jb O]

gm=1—~85-1) (1a)

SN+ (2Q00)*

b=(-1 (1b)

where Gm(f — fo)/ fo 2nd the efechof the de-
viation in ¢lsctrical lengih at the half-w velength
waveguide scction is ignored since iN\i
sidered quite minor.

The susceptance b of y in accordance With o
1sshown in Fig. 3, where the derivative of b Wi
Tespect 10 w, €b/dw is negative ar ragians ] a
NI and positive at region 11, Therslore, onl
region 11 provides the possibility of oscillation,
and the width &; of region I is given as follows
from (1b): .

s = 5/Q. - o]

Thal is, the latger § gives the larger d5 as well
as the larger 8] which resulis in a wider stabilized

0C 8las - E CAVITY

otesT X G olooe.
[ !

Iy .
L —zif‘n". DUMMY L0aD

Fig. 1. Arangement of o new typo of frequency~
s1abdilized Guna oscillator.

HATCHED

D100E  HALF -wavEL ZNGTH CAYITY  DUMMY
Load )

VEQN0E Loap
[ssmon I—”‘]
Y — —| vA‘ A

2y, E--se' Yo 90,%0,5 Yo
N )
—

T
Fig. 2. Equivalen( gireuil of the frequencys
#¢bilized Guan oscilletor,

\

range. Besides, the smaller conductanes g and,
accordingly, the larger availabls oulput power
to the load are brought by the larger 8, That js
lo say conclusively, in this new system, both
wider stabilized region and larger output powser
are realized simultansously without any trouble
such as mode jumping or hysteresis. ¢

Experimental temperature characieristics of
a Guan oscillator used in the new stabilized
system are as follows.

Frequency stability $x%10~* for ~10 1o
60°C at 20.970 GHz.

| dB for = 1010 60°C st
13.9 dBm. .

25 dB relative (0 con-
ventional lype.

100 kHz/100 mV.

Power deviation
Power dscline
Pushing figure

Thesz characueristics are showa in Fig 4.

As a reference, a Guan oscillator with the
conventional srrangement (Q,y, & 30), using the
same diode and mount with that of the above
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A METHOD OF OBTAINING TRaNSFER FunCTION
conventional method for determining a system function is as
follows. Assume that when a signal sin (wt +8) is given at the input
of the system, A sin (wr + 6) is obtained at the output. The problem
is toYpbtain values of 4 and 6 with respect to w. By Fourier analysis

of 4 stp (wr + 8), the following equations ar¢ obtained:

2nlw

=!J' Asin(wt+6)coswidi=Asine (3)
k4
[

2lrl/w
I(w) !J" A sin (wr +8) sin wir dt = 4 cos 6. 6)
N
(8)
)

i

Aw) = — D\ Apcos wiy (10)

where ;i 2 sampling instant and 4; i%a constant value K or--X. From
the above result, the cquipment for measuring frequency characteristlcs
has been constructed, as shown in Fig.\. In Fig. 1, the delay is us=d
10 obtain a cos wt. A * ¢os 6 is calcvla\ed withaDpD-1 and A ¢ sin ¢
with adp 11. The oulput pulse serics of Ya-3f becomes the command
signal of ADD or sUAYRACT. The scalar adjusts the output level of a
measured signal. The multiplicrs arc used topbtain 6 and 4 in (7) and
(8), hence high speed is not required. Furthertpore, since they operats
sequentizlly, they can be replaced with apo 1\and app 11. Itshould
be notcd that A-M works at the rate of 256 times frequency of a
measured signal.

EXPERIMENT
As an example, the result obtained [rom measuring the amplitude
and phase characteristics of a simple RC circuit is sRown in Fig. 2.
From the experimental results, the resolution of phase\s within 0.5°
and the amplitude error is less than 0.] dB. :
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symmetric real-valued series if time samples are taken a5 odd multiples
of half the sampling period 7/2 and frequency samples are taken as odd
multiples of 1/2N7T,

Manuseript received August 14, 1975,
The suthors sre with Télécommunications Radioélectriques et Téié-
phoniques, Plessis Robinson, France,

AUYUNAIURVUTTCN/ THIENTGRUFTCN

ar

NV q1 g 0 T U700

Al

PROCEEDINGS OF THE IXEE, MARCH 1976

I. INTRODUCTION

Fourier transforins of symmetric real-valued input series are of inters
est in several areas. A [irst application concerns cotrelation techniques,
as the autocorrelation function is an even real function: another impor-
tant application In communications has tecently been pointed out 1),
dealing with the digital freguency multiplexing of real signals.

An algorithm adapted to this specific problem has been presenled in
{2]: eliminating all unnccessary operations for a symmstric reat input
series permits the total computation time to be approximately half that
requised for the general ¢asc of arbitrary teal input. Thls technique is
attractive when programmed on a gencral purposc computer, but it is
not easily implemented in specific hardware. The purpose of this letter
is 1o introduce a new algorithm that features similar computational
advantages and leads to & quite simple design as it carries out the trans-
form of an N point symmetric real valued serics basically with a N/4
complex-input discrete Fourjer transform (DFT) conputer (provided A
i5 an integer multiple of 4).

1i. DERIVATION OF THE ALGORITHM

Is has been shown in [3] that considering sampling points on the fre-
quency axis Jocated at odd multiples of 1/2NT, T being the sampling
period of the time series and N the transform size, leads to an odd-
frequency DFT well adapted to-the transform of real signals, In this
letter, sampling points on the time axis located at odd multiples of 7/2
are alsa considered, and then an odd-time 6dd-{requency DFT (O DFT)
is obtained. . '

Dcfinition: Let the OXDFT be defined by the following relation in
which X (n®0,1,--- ,N-1) arc N time samples and Cx(k =0, 1,
vvo N~ 1)are N frequency samplés.

1 N-1
Ce=35 2 Xnexp [~2nj(2k + 1) (2n +1)/4N).

n=0

[¢3)

The time samples X); can be obtained from the frequency samples C
by the inverse relation which defines the inverse O*DFT.
‘N-l .
Xn= Y. Cioxp [2mj(2k + 1) (2n + D/AN).
ned
A, Propertics of O*DFT with Resl Input and Ourput

[z is casily shown from (1) that, if {X,} are real numbers, then the
following relation holds, C being the complex conjugate of Cy,

(2)

CNe1-k ™ ~CE. 3
Similazly, if 1he Cy. are real numbers,
Xyoy-k =-Xg. 4)

I is worth pointing out that, with & even, the numbers Xo, XNy and
Co. CN/; are no longer specific cascs, as they are with standard DFT, |
and only Cap(k=0,1,---,N/2=1) and X3,(n=0,1, -+ ,Nf2~1)
need to be camputed. 1f the additional hyposhesis is made that input
is zeal and 0dd (Xv-y-x ==X1), and M is an integer multiple of 4, the
transform establishes a relation between two scts of A'/2 real numbers
and ¢an be expressed as a product of three matrix factors: the conven-
tional matrix of the N/4 DFT and two diagonal matrices.

The same rzsult holds for an arbitrary real input {X,,}, when only the
real part of {Cy } needs to be computed. The input sct {X,} can be
replaced by the odd set {Y,} = {(Xp - Xn-1-m)i2}.

To prove this let us first consider the {Cu.}:

g Nt
Cak =5 2. Xnexp[-2nj(4k + 1) (2n+ D/IAN].

nad
Considering the complex multiplying factor of Xpny2en.
exp [~2n/(dk + 1) (2n + N+ 1)/aN]
=ojexp (=2x/(dk + 1) (2n + 1)/4N]
the summation redvses to

1 Nz : ,
?2&’; ,,Z=o (Xn =] XNjren) exp [26/ (4K +1) 2 + DI4N].

The term C;;-.N/;. which is one term of the erry {Cap} N B2
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. multiple of 4, is grven by 4) Muliiply cach of the /4 complex clements of the vector Vi)
i Nfa- obtained by a complex weighting number similar 1o those used in
: 1 2=t . phase two:

Cakenp Y > (Xn=J XNpren)

) exp [~2nj (k + 1/8)/N).

CeXp (-2 (4K + 1+ N) (2n + 1}/4N]. The real and imaginary parts of the obtained vector [Zy) are the ge-
sired results:
The multiplying factor of the letm with the index » is

exp [-2nj(4k + 1 $N) (2n + 1)/4N) Ik =

— 2nel N
=N exp [=2nj(4k + 1) 2n + 1)/4N]. Similar procedures can be used and fead 10 the same reductions of come
The combination of Cax and jCsx 4 ny5 gives the second reduction of putation amount and Siorage in the following applications: The input
the summation, by the elimination of the odd-indexed X, n Points. sample set is real with even symmetry, and the input sample set is pure
. imaginary with 0dd or even symmetry.

N
3 €2k Coteo Np)-

Nja- .

Cox +/CskeNp2 =7 2 X -IXnpean) 1L, CoxcLusion
| neQ A proccdure based on the O2DFT has beea shown 10 bring signifi-
! . cant zeductions of computation amount and storage in the calculatjon
H . - C+ . N N
i . Xp[=20/(3k+ 1) Qn = DIAN]. or sine serics [or real data. In terms of hazdware, any equip-
; By developing the product (4% + 1) (4n + 1) we get ment performing a2 standard complex DFT can be used with minor
: modifications.
| 2 Nja-1,
i Cae *iCare g =5 2 (Xin=jXnpean) REFERENCES
! . n=o {1] 1. L. Daguet, M. Bellunger, and G. Bonncrot, “Méthode simplifi€e

dc multiplexage en fréquence dc signaux numériques réels,” Cabley

; nk  k+1/8 n+1/8 Transmissions, July 197,

: Texp [=lnf( m— t——— s 7| (2] H. Zicgler, “*A fast Fourier \ransform algorithen for symmetric real-

- Ni4 N N valued series,” JEEE Trons. Audjo Electroacoust., vol. AU-20,
X Pp.353-356, Dzc. 1972. N

[3]) J. L. Vernet, “Real ségnals fast Foutier transform: Storage capacity

The constant term 1/4N hds been split into two equal parts. After and step number reduction by means of an odd discrete Fourjer

proper factorization, the following is produced: H;nsform," Proc, IEEE (Lett.), vol., 59, pp. 1531-1532, Oct,
C197L.

9 T ke 1]Vt [4] M. (’Z Pzase, ‘:An"adaptalion ol the fasn Fourler Lransform for
Cai '/Czk«»N/z :I_V_:xp ~2nf ~ Z (X ‘I'XN/znnl ﬁff. lxeég;?cessm;, J. Ass. Comput. Mach., vol. 15, pp. 2152.264,
! ns (5] H. Sloate, "Matrix representations for sorting and the fast Fourier
\ transform,” JIEEE Trans. Circuirs Syst., vol, AS-21,pp. 109-116,

ox " ]n +1/8 20 nk Jan. 1974,

‘ i) e———lexp [ ~2s) — |
P N P N4

Let Do be the diagonal matrix having the dimension N/4 and the disgo-
nal element exp (=27 (p+1/8)/N]) withpeQ,1,--- N/ ~1,and
let Tays be the N/4 DFT miatrix as defined in [4] and [5): then the
transform is expressed in tezms of maix factors by

ser Seanning of MOS IC’s Reveals Internal Logic States

N . :
?[Cm +JCak s N2l = (Do) (Tvya) (Do) (X32p - [ XNjzean) NOndestructwe]y

DAVID E. SAWYER axp DAVID W, BERNING
where [ ] are vectors comprising N/4 clements.

Absirect—A\laser scanning system has been used to observe the inter-
B. Inverse Tronsform nal logic patterq in 2 MOS LS device in a nondestructive manner. The
As far as the inverse transform is concesned, due to the equality  laser scanner has\qlso been used 1o selectively change logic states deep
Cn-1-% = -Ci, cquation (2) can be rewritten as within the device. Rictures of the logic paticrns revealed by the scanner
are discussed, -

N=2 .
Xp= Z CNeyoxoxp [+20f AN -2~ 2k + 1) (2n + 1)/4N} A laser flying-spot scahper has been used 10 observe logic information
Foo passing through a MOS sRift register. Previously, attempts were made
. to use thc scanning electr microscope, but MOS devices tend 1o
N-1 } : become nonoperational when\examined in this manncr (1}- The shift
Xy™ Z Ciexp [-2nf (25 + 1) (2n + 1)/4N). tegister was a static dual 128% p-MOS jon-implanted device, and the
K=o ) operaticn of the circuit was easilk observed without altering the device

. characteristics, In order to be ab

Then 1 device performing the operations cxpressed by the matrix prod-  device with the laser scanner, the p kage leads are connected as ap-

uct (Do) (Tays) (Do) can be used for dizect and invesse transform propriate for normal circuit operatiod, The information which da-

without any modification. . scribes the circuit operation is cxtracte by monitoring variations in
In summary, for the calculation of the DFT of a set of N real num- power supply cugrent to the device. ’

bers with an odd symmetry ) The scanning system will be described in Yetail elscwhere [2]). The

System conceptually is quite simpla: the beam Yeom a 0.633-zm coxntin-

Ap-1-n=~Xp vous-wave Hz-Ne laser is deflected sequentisMy from two mirrors

oscillating in orthogonal directions to generate aXcahning rastes, and

this raster Is focused on the specimen to be investigated. The eloctron

beam on a cathode-ray4ube display scrcen is deflected in synchronism

with the laser scan. A display of the specimen's sma¥signal photo-

10 observe the logic flow in the

the procedure can be described:as follows.
1) Consider the complex vector comprising N/4 elements:

(Xzn —/'XN/; ~2n)-

2) Multiply cach term by a complex weighting number equal to Manuscript received August 25. 1975 revised October |, ! 5. This
exp [-2nj(n + 1/8)/¥] which provides an N/4 element complex  reszarch was conducted 35 purt of the NBS program on Semichnductor
veetor Uy} ; Mecasutement Technology with principal {unding from the Befense

. . Research Projects Agency through ARPA Order 2397,
3) Compute the standard N/4 DFT of the series [Uy) ; the result will The suthors are with the Electronic Technology Division, Nathonal

be a complex vestor [ V] of dimension N/4. Burcau of Siandards, Washington, DC 20234.
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80 UNIFIED REPRESENTATION OF FAST FOURIER TRANSFORM
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Fig. 3.4 Transpased stage of radix-4 wransform of order 63

16 words aparl. In principle, the firsl stage does nol contain rhe part which
performs the multiplications, but ia praclice, {ailoring one stage runs the risk

. of complicating the timing unit, and it is often prelerable 10 preserve the same

structure of all the stages by introducing vnil multiplications.

The search for identical stages may not be the most important objective, as
would be the case in software, for example. In this case we only want (o efiminale
having to make the global permutation @7, over an ensemble of numbers either
before or zfter (ransformalion, because Lhis permutation is diflicult to program
and is time-consuming, especially if access to machine language is not possible.
The global pecmutation must, therefore, be incorporated into the various slages.

Let us take the recurrence equation which relates Ty to Ty, and which was
given in the preceding section as

Th= 33‘2? X h.vbzn?:‘ xT))
By applying the commutation (ormula (3.13) this becomes:

Te=(,x N.z;.\:-_.z>=ﬁm3~ xT,)
and tbe lollowing expression is obtained using iteration:

log, {M)

Tu= 1 U % Pl % )y X T) (321)

=1

This transform is calculated in log, (i¥) stages, each comprising three operalions:

(1} A combination of data with additions and subtractions corresponding (o
the matrix (fy, x T,);

(2) A complex multiplication lollowing the maitrix (Zy,r % Au)

(3) A permutation operation which is different al each stage and which is delined

by (I x Pp).

The data are both supplied and recovered in their natural order.

PARTIAL TRANSFORMS f

A program using Lhis algorithm can result in an improvement of more than
30Y% in the calculation time when compared 10 a progritm with bit reversal.
However, the calculalion cannot be made with a single-data memory because
Lhe pairs ol numbers change position at each stage.

The melhods which have been given allow a unified representation of the
algorithms for the fast Fourier lransform and offer the user the possibility of
delezmining and realizing the most suitable and effective algorithm in einch case.
They arc equally uselul for important parsticular cases.

3.5 PARTIAL TRANSFORMS

The transforms which have been studied in the above sections relate to sets of
N numbers which may be complex. In a fine-spectrum analysis il can happen
that the order of the (ranslorm N becomes very large while we are interested
in knowing only s reduced number of points in the spectcum. The limitation
of the calculalion to useful single points can then permit a large saving

Let us calculate the partial transform defined by the following equation, where
ris a factor ol N:

\f\a ] vv\v S\NT . S\:ul ne Xa
X [ wPss aren L gpsuesn [
X412 | = | w\e-\....u wues2 U= P+ Xa
. ' -Y.v bl } ZI-.H..‘ -1 -

Xperon 1w S A | P

From the whole set of data one car form N/r subscts, euch containing » lecms:

ﬂko. B .IH?.’“HEI » Ny :2\L

(X1 0 Xewin+ 11 v Xe—twirst)

(Xvm— 1> Nizwm—1s 2 Xn— |
Assume D, is the diagonal malrix of dimension r, whosc elemenis are the powers
of W W with0<k<r—1.

The matrix of the parlial (ransform can be separated info N/r submalrices
which can each be applied 1o one ol the sets which were defined earlier and the
matrix equation of the transform is wrilien:

ey )
[XL,= Y DIT(WeFDMoad,,
i=0
where [X],, denoles the set of r numbers X, with p<k<p+-r— 1 and T.H.“
the set of duta x; with k=nN/r+iand n=0;1,...,r — |. The lransform T, is
that of order r.
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82 UNIFIED REPRESENTATION OF FAST FOURIER TRANSFORM
Consequently, il r is a factor of IV, a partial transform relating Lo r poinls is

calcuiated using N/r transforms of order r with which the appropriate diagonal

matrices are associated.
If N and r are powers of 2, the aumber M, of complex multiplications (o be

made is given by

N
M, uﬂ@?@ .m + qu = 2_”»6_& @ + L (322

This result is equaily valid when it is the number of points to be transformed
which is limited, as is often the case in spectrum analysis. A common example
of a partial transform is that applied to real dala.

3.5.1 Transform of real data 2nd odd DFT

Y the data to be transformed are real the properties listed in Chapler 2 show
that the transformed numbers X (k) and X (N — k) are complex conjugates, that
is, X{&) == X(N — k). Thus, it is only necessary lo calculale the set of the X, with
0<k<Nf2—1 and the above result can be applied:

[XJowir= Twiz[xlo.wp2 + D2 Tur[xT w2

In this particular case, the Iransform 7y, has only lo be calculated once taking
advantage of the following property of the discrete Fourier transform: if the
set to be transformed x, is purely imaginary, and the transformed set is such
that:
X&) =—-X(N—K

Under these conditions the procedure for calculating the transform of a real set
is as lollows:
(1) Using the x(¥), form a complex set of N2 terms y(k) = x(2k) + jx(2k + 1)

vith <k Nf2-1.
(2) Calculate the transform Y(k) of the sel y{k) wilh Ok SN2 - L
(3) Calcutate the required numbers using the expression

X anE + ﬂ@m - rﬁ + &.ﬂwészm Lu - :sH_

with 0k Nf2— 1.

If N is a power of 2, the number of complex mudtiplications Mc to be made is
N N N

MV + |~I = M—a _omw N 3.23)

Memory locations are required for N real numbers. An algorithm for real dala

M IRF
c= 3 B2

PARTIAL TRANSFORMS &3

&

" Fig.35 Coefficients of the odd discreie Fourler transform .

is described in detail in Ref. [4). Another method of calculating the transforms
of real numbers is to use odd transforms [5].

The odd discrete Fourier (ransform establishes by definition the following
relations between two sets of N complex numbers x(ir) and X (k):

1 Nt

X(k) = i Me X(n)e 3TN P V2N (3.24)
N-1

x(n)= »Me X (k) e32ece ¥ vuK2my (3.25)

The coeflicients of this transflorm have as their co-ordinates the poinls M ol a

unit circle such that the vector OM makes an angle with the abscissa which is

an odd muitiple of 2n/2N, as shown in Figure 3.5.
By setting W = e~ ™™ the matrix of this transform is wrilten:

( 14 wz ... wh-1

£ wa S\m . W3- 1
Th=|t ws wio .. win

i wer-n WEs = -

If the x(n) are real numbers, one can write

1 N-t

\KAZ N r.w" wﬂ .ﬁ.n:vnluwn_u.z.. 1 —8)¢ LI2N]
n=0 »
[ M-
Ha M .Aﬁaaw_un_ur+:z.:u=_ X
a=0

Thus,
X(N— 1 —K)=X{k)

Conseguently, since the X (k) with even and odd indices are complex conjugates
it is sufficient to calculate the X (k) with even index in order to perform a

a

[
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84 UNIFIED REPRESENTATION OF FAST FOURIER TRANSFORM
transform on real numbers. Such a transform is the matrix Ty given by

! W w2 .. w2 Wwhr-1
t w3 wto ... W sn2 JI7ALL b
Te=| . . .

X IN-T . .. WM A=D1
1 W wi w

Let Dy, be the diagonal matrix whose elemcnts are W withO<kgSNR2— I,
and lel Ty, be the matrix of the transform of order N/2. Allowing for the fact
that W2¥ =1 and W"? = —j, this becomes:

Te= _“.ﬂz\wb. Ib.‘m.zi D] HA,N.ZNUV x [1,—j]

The odd transform of the real data is Lhen calculated by carrying oul a lransform
of order Nf2 on the set of complex numbers:

N N
pm= —“k?vlbx Al&n + :vH_ wr owith Osn<o— |

The number of calculations is the same as in the method illustrated at the
beginning of (his section, bul the steucture is simpler. It should be noted that
the transformed numbers give a frequency sampling of the signal spectrum
represenied by the x(m), displaced by a hall-step on the [requency axis.

An important case where significant simplifications are introduced is that of
real symmetricai sets. Reductions in the calculations are illusirated by using the
doubly odd transform [6].

3.52 The odd-time odd-frequency DFT

The odd-time odd-frequency discrete Fourier transform establishes by definition
the following relations between two sets of N complex numbers x(r) and X (k):

N1 .
V\Q& H% M|”c k?unl_uim*+ D2+ 11(4¥) ﬁu.ws
M-
x(n) = ~Mc X (k)eSreik Nt nipan (3.27)

The coeflicients of this transform are based on the points M of a uvnit circle
such that the vector OM forms an angle with (he abscissa which is an odd
multiple of 2xf4N as shown in Figure 3.6.

If the x(#) are real numbers, expression (3.26) leads to:

X(N—1—-k=—Xik)
Similarly, if the X(k) are real numbers, then:
x(N ~ 1 —n)y= —3%(n)

o

PARTIAL TRANSFORMS

Fig. 36  Coefficivars of the doubly odd discrete Fourier transfarm

By assuming as before that I =e™ "V, the matrix of the transform is written as:

wur e Wz wh -
w2 W whsr L. [E7A VA
™ 2 Wisi WSz Fy St - 12
_.<_<.|:~ ps-un e AN = D= a2

This transform is faclorized as (ollows:

1 00 - O 1 | [ 1
0O w o -- 0 ! e W WN-1
R.-s_‘ﬂzs:u ' . 1 S\.. S\m e .—Q.:Zl:
0 o :\._n.l. 1 WwN-n R E\unau.::T:
1 0 0 -- 0
1 W o - 0 -
xt. :
0 0 e
Thal i3,

Th=WHD TuDy

Let us consider the case where the set of data x{u) is real and antisymmetric,
te. x(r) = — x{N — | —u). Then the sume applies to the set X (k). The set of the
x(n) for even 1 is equal (o the set of the x(n} Jor odd m, except lor the sign. The
situation is the samc for the sel of X (k) )

In order Lo calculate the transform it is suflicient in this cusc ta casry out the
calcilations for the x{24) with 0 < u < N/2 — | since the X (k) are real numibers.
Alternatively, it is sullicieal (0 make the calculalions on the X(2k) with
0<k<NP2—1.

()
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86 UNIFIED REPRESENTATION OF FAST FOURIER TRANSFORM

The corresponding matrix Ty, is writien:

1 0 0 - 0
T 0 . 0
ﬂwnﬂvw\.t o =“\ ol
ﬂ.u x\u.z.n..:
1 1 ] i 0 - 0
1 owro L wswen o ol w2 0
LW 1k :
1 wawm-n PENI2I S 31V ] ol o w1
Allowing for W*¥ = 1, this becomes:
T, T
Tan= W'D ﬁ o §H_o
&R 42| Tt T Np2
and, as W% = —j (his calculation can be made with one performance

of the operations represenled by the malrix Ty, on the set of numbers
X2} —jx(2r + Nf2) with 0<n<N/4—1. The N/4 numbers oblained are
complex ones whose real parts form the set of the desired X{2k) with
0 < k< Nf4— 1. By carrying out the operalion delined by Tyg for the trans-
formed numbers of rank 2k + N/2 with 0 <k < Nf4 — 1 it can be verified that
we have obtained the earlier numbcrs multiplied by —j. That is, the imaginary
part of the numbers obtained previously furnishes the set of the X(2k + N/2).
It follows that, il the doubly odd transform is applied (0 a real and antisymmetric
set of N (erms or to a symmeltric set which becomes antisymmetric through a
suitable change of sign, it is reduced (o the equation

. Tnsi.kmu» +MZ = S_:P.zq,zzcz:Tma - _..«Av_ + Wvu_

with 0<k<N/M4—1, 0<n<N/M—), and where Dy, is a diagonal matrix
whose o_naﬂ:m are W¥ ,..._5 O<igNMa—L.
The number of complex multiplications Afc which are necessary is

8 4 8

Comparisons using the dilferent transforms are given in Table 3.1 to illustrate
the amounl of calculation for each fype.

The importance of the add (ransforms can be casily seen. It should, however,
be noted that other algorithms allow greater reductions to be made for reat
data and for symmetric real data [7], bt these are not assimple Lo use, especially
for practical implementalions.

One feature of the doubly odd :.:.m_.o:: when applied Lo 3 real antisymmetric
set is that it is identical Lo Lhe inverse transform. Apart from the scale factor

:Tm_ormmv 2 Niogam (3.28)

PARTINL TRANSFORMS 2

Table 3.4 ARTTIMETIC COMPLEXITIES OF T1H: VAHIOUS FAST FOURIER TRANSIORANS

Coniplex Complex Memaory
mulliplications additions positions

N N .
Complex DFT W—omuﬁnﬂu Nlog, N 2N

N N N ) +
Odd DFT—real data M_owu (V) 5 logy Aﬂv N
Doubly odd DFT— N N /N N
symmelrical real dat m_am.. (2N) log, A|v 5

I/N, there is no distinction, in this case, belween the direct and the inverse
transforms.

The Fourier transform of a rcal symmetric set is introduced, for example,
when deriving the power spectrum densily of a signal from its autocorrelation
function, o

2.5.3 Sine and cosine transforms

The transforms considered so Jur have complex coeflicients. Discrele transforms

of the same family cun be ebiained using the real and imoginary parts of the
complex coeflicients [8].
The following transforms can be defined:

{1) The cosine DFT {cos-DFT}:
Nt 2nnk

X (k) Hl..M: ~n)cos T

(3.29)

{2} The sine DFT (sin-DFT):

| ¥=-s

kmvhc.hl M x{u) sin 2nnk

N

(330)
(3) The Discrete cosine Transfonm (DCT):

Xpd0) = %zm x{(n)

JJ_I_ \
kumau% ._M.. .é_:ov. hﬁgv a.u:
The inverse traansform is given by:

.<|_ N:@__Ir:».
x(n) = /\N Xod0) + :M_ Xpdk)cos AN
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88 UNIFIED REPRESENTATION OF FAST FOURIER TRANSFORM
(4) The Discrete sine Transform {DST) -
2 \#! [ 22(n ¢ D+ 1)
Xoofk) = X = - - 32
ns(K) AZ.T.V:MM écm_:_H N2 (3.32)

Through algebraic manipulations, as in the previous sections, it is possible
to establish relationships between the standard DFT and thesc transforms as
well as among these transforms themselves,

For example, [rom the deflinitions we have:

DFT(N) = cos-DFT(N) —jsin-DFT(N)

Now, considering the cosine DFT:

Xcdk)= sMM.. x{2n)cos nhv“(
s =1 : 2n(2n ¢ 1)k
+ arM.o [x(2n + 1)+ x(¥ — 2n — 1)]cos _H'Mﬁlu— (3.33)

it is clear that the cosine DFT of order A cin be completed with the help of a
cosine DFT of order N/2 and a DCT of order N/4; in concise form:

cos DET(N) = cos DFT(N/2) + DCT(N/4)
Similarly, the DCT is expressed by:

Ko = izw. ' Tﬁa Sw%

x{2 f
+ x(2n + t)cos an

=0

28[4(N — n— 1)+ :J

and now, taking

-

yny=x(2ny 0<
YN—n—1D=x2n+1)

N|2

we have:

Nzn_ 2nfdn 4 1)k

Xodk)= M”c wn)cos N

Expanding the cosine function vyields, in concise form:

2k 2nk .
DCTYN) = cos——cos DFT(N) — sin-—=—sin-DF T{N) (3.34)
4N 4N
Finally, the DCT ol order N can be complcted with the help of u DFT of the
same order. .
Among the transforms bused on real coeflicients, the Discrete Hariley
transform (DHT} is worth mentioning. 1 is defined by [9]:

&
Q4

PARTIAL TRANSFORMS gy,

N-1 nk nk
Xoulk) = N2 k?v—”nom Nna +sin2n N (3.35)

and the inverse transform:

-1 nk nk
x(m) = »Mo Xpu(k)| cos M_T.q +sin Naﬂw
The connection with the DFT is given by:
X (k) =4[ Xpulk} + Xpu(N — 1 —8) — j(Xpu(K) — Xpu(N — T — k)T (3.36)

The discrete sine and cosine transforms have been introduced for informalion
compression, particularly in image processing. It is worth pointing out that, for
images, they provide reasonably accurate approximationas of the eigen-transform,
which yields a signal representation with the minimum number of parumeters.

354 The two-dimensionat DCT
For a set of (¥ > N)real data the two-dimensional DCT (2D-DCT}) is defined by:

de(l,)elk,) Mot B 2n(@n, + Dk, 22(m +
Hlleg k)= =2 TR oy my)oos TV T
(3.37)
and:
N-1 N-1 (2 Dk
)= TS el Yellg) Xy k) cos 2nm t Dk 2m0ns + Dy
=0 k=0 4N 4N
with:

e(f)=1; k#0
That {ransform is separabfe and it can be computed as {ollows:

_ ~=u+_‘?
Xy o) = ) 3, cos 22 e

2n(2m, + :Fw. (338)

ﬁliw u__HMn..ax::.ang N
Thus, the 2D-transform can be computed vsing 2N times the (D-DCT and
the number of real multiplications is of the order of A2 log, (V). In fact, that
amounl can be reached, with the help of an algorithm based on the decomposi-
lion of a DCT of order ¥ into two DCT of order A/2 [8]. Il is even possible
to reach the value 3/4 N2log, N, through exiension of the decimation technique
and splitting the set of (N x N) data into subsets of (N/2 x N/f2) data [10].

Ll
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90  UNIFIED REPRESENTATION OF FAST FOURIER TRANSFORM
3.6 OTHER FAST ALGORITHMS

Fast Fourier traasform algorithms form a technique for calculating a discrete
Fourier (ransform of order N using a number of multiplications of the order
of Nlog, N. It has been shown in the previous sections that these algorithms
have a relatively simple structure and offer sufficienl flexibility for good
adaptalion to the operaling constraints and lo technological characteristics to
beachicved, Thisexplains why they are of great interest (or practical applications.

Nevectheless, they are not the only method of fast calculidtion of a DFT, and
algorithms can be elaborated which involve, at least in certain cases, a smaller
calculation time or a lower number of multiplications, or which are applicable
for values of the order N which are not necessarily powers of two.

A first approach cousists of replacing the complex multiplications, which are
costly in circuitry or (ime, by a set of operations which are simpler (o put into
operation. Reference [11] describes a techniqee which uses one property of 1he
DFT mentioned in Section 2.4.1, aamely the fact that multiplications by the
coelicients W* correspond to phase rolalions. .

One method which is particularly interesting is used 10 obtain a multiplication
volume of order N, instead of N log, N, for a DFT of order N. This method
depends on factorizing the mstrix Ty, in a particular way. It is decomposed into
a product of three factors:

Tw = ByCrAy .

where Ay is a J by N maltrix, J is a whole number, C, is a diagonal matrix of
dimension J and By is an N by J matrix. The special feature of this factorization
is that the elements of 1he mairices 4, and B, are 0, 1, or — I. Under these
conditions, the calculation requires only J multiplications. This decomposition
is obvious for J = N?; for example [or N = 3, we oblain:

1 4 1 000O0OCUO
T,=[0 00 [ 1 1000
00 00O00O0T I 1
ﬁ_ : [ 0 0]
I [s) 010
I 001
1 100
. x W 010
% oot
_ I 100
o i 010
_ - wiloo 1

With some iow values of N, certain factorizalions are available in which J is

B S N Sy S——

o~y v ——————— L ey
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of the order of N, in which case these are the same number of multiplications.
In order to generalize this property and 1o illustrate a suitable fictorization of
Ty it is necessary to perform a permulation of the data before and after
transformation. For example, lor N = 2, by assuming

[ Xo ] [ o] .
X, X,
Xeo . X
Xo- X3
X, Xy
X, Xy

X=X and x'=|x,,
X, : Xy
Xa Xg
X Xs
X, X5
LS ] L

and by using the Kronecker products of the matrices, it can be shown that-
X' =(Ty x Tyx'
Similarly, if M has L faclors such that
N=NN,_ ---N,

Il can be shown thai:
X' =(Ty, % The.- s X Ty )X (3.39)

By using the factorization defined earlier for the matrices 7, .. and the algebraic
properties of the Kronecker producls, this becomes

X' =(By, x8y,. XX By (Cy, X Cy, % -0 x Cy) .
X (Ay, X Ag, _, XX Ay )

This result defines 2 types of algorithm called 1he Winograd algorithm.

ltcan be clearly seen that the algorithm of order N is deduced from ulgorithims
of order N, with | <i < L. Herein lics the impoctance of algorithms with small
numbers of multiplications for small valuesof N. Reference [12] gives algorithms
for N=2,3,4,5,7,8.9, and !6, where the number of multiplications is of the
order of N, as shown in Table 3.2 In the multiplication column, the ligures in
parentheses give the number of multiplications by cocficienls different from 1.
Further, these are complex mulliplications which correspond {o two real
mulliplications. The number of additions is comparable o that for FFT

" algorilhms.

-

(W)
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Table 32. ARITHMENIC COMPLEXIMIES OF LOW ORDER
WINOGRAD ALGORSTHBIS

Order of -
the DFT Multiplicalions Additions

2 2 ) 2

3 3@ 6

4 4 (O 8

5 6§ (3 17

7 9 B 36

8 8 (2 26

9 1 (10 44
16 18 (10) 74

The algorithms for low values of N are obtained by calculating the Fourier
transform as a set of correlations:

N-1q
Xp= 3 (N,—x)W™ k=1, ,N—]|
n= |

and by using the algebraic properties of the set of exponenls of W which are
defined modulo N.

For example, for N =4, the sequence of operations is as foilows:
Ly =Xg -+ X3, ty =X, + X,
mp=10t, +¢3), m = 1(e,—1,)

ny = lxg— ;) miy =j{x, —x,)

Xa =g
Xy=m,+my
X,=m,

Xy=m,~m,
For N=8:
Lhi=Xo+Xx5, Ly=Xy+x5 (=X, +X,,
=X —X5, Is=X3%X;, tg=X3—X,,
ty=1¢€; 15, fg=13+1,,
my= (25 + tg),
my=[{t, —1,),

my=1(t;—tg),

my = l{xg — xy),

w .
my = cos Amlv (ta—ts) ms=jl1; —15),

Mg = j{x3 — X},

L
", =}sin AMVF +15), -

—~———

e — & A A e e — oee

NUMBER-THEORETIC TRANSFORMS 93

Sy =myAmy, Sy=my—nig, Sy=big+ N, S;=Mg—nl,
Xo=mg, X, =38,-+s3, Xy=m,-tmy, Xy=s5,—5,,
Xo=my, Xs=3,+5,, Xg=my—ms, Xy=3,—s,.

Finally, Winograd algorithms generally introduce 2 reduction in the amount
of computation. This can be large when compared o FFT algorithms. The
situation is similar for other algorithms, such as those usiag the polynomial
transforms [13]. :

These techniques have a large application potential and are of considerabic
importance in cerlain cases. However, it should be noted that they may require

a larger memory capacity and a more complicated sequence of operations, which -
results in an increase in the size of the system’s control unit or in the volume

of the program memory.
Another atlractive path towards the optimization of processing and machines
is to use transforms operating in finite fields, called number theocelic transforms.

3.7 NUMBER-THEORETIC TRANSFORMS

Fouriec transformation involves making arithmetic operations on the field of
complex numbers. The machines which carry out these operations generally use
binacy representations which are approximztions to 1he data and the coeflicients.
The precision of the calculations is a function of Lthe number of bits available
in the machine.

In practice, a machine with B bits carries out its operations on the sel with
2%integers: 0,1,...,2% ~ 1. In this set the usual laws of addition and multiplication
cannol be applicd, as shifting and truncation must be intraduced, which lead
to approximalions in the calculations, as was shown in Section 2.3.

The first condition to be fulfilled to ensure exact calculations in a set E is
that the product or the sum of two elements of the sel E also belongs 1o this
sel. This condition is salisfied in the sct of integers O,1,...,M — | if the
calculations are made modulo M. By appropriate selection of the modulus Af
it is possible to define (ransformations with propertics which are comparable
to those of the DFT and which allow eérror-free .calculation of convolutions
with fast calculation algorithms.

The definition of such transformations rests on the algebraic properties of
integers modulo M, for certain values of M. They are called number-lheorelic
transforms. T :

The choice of the modulus M is governed by the following considerations:

(I) Simplicity of the calculalions in the modulararthmeltic. In principle, modular
anthmelic implies a division by the modutus M. This division is tavial for
M =27 It is very simple for M = 2™+ |, because the resull is oblained by
adding a carry-bit (Is complement arithmelic) or subtracting it.




01/00——

-

VAL ERE:

V3

10

VA RAVATE:

AUYURNATORUT 7O/ PRICR e QAU TN

"

94 UNIFIED REPRESENTATION OF FAST FOURIER TRANSFORM

(2) The modulus must be sufficiently large. The result of the convolution must
be capable of representation without ambiguity in the modulo M arithmetic.

For example, a coavolution with 32 terms with [2-bit dala and 8-bit -

coellicien(s requires M > 223,

(3) Suntable algebraic properties. The set of modulo M integers should have
algebraic properties allowing the definition of {ransformations comparable
to the DFT. '

First, there should be periodic elements in order that the fast algorithms can
be elaborated; it must have an element @ such that:

a¥=1

A transformalion can then be defined by the expression:
=1

X(K)= Y x(ma™ (3.40)

a=0

Fortheexistence of the minan transformation which is defined by the expression:
N-1
x{(mp=N"" Y Xk (341
k=0

it is first necessary for N and the powers of « 1o have inverses.

It can be shown that N has an inverse modulo M il N and M are prime
relative 10 each olher. The element a should be prime relative to the M and of
order N, ie o= 1. o

The existence ol the inverse transformation implies » furiher condition for
the ¢&f, that

O(f)=1ili =0 modulo N

=1
a_ .
L, =N with 5(i) =0l i #£0 modulo N

This condition reflects the fact that each element (1 — o) must have an inverse.
It can be shown that all of the conditions for the existence of a transformation
and its inverse reduce lo the {oliowing one. For each prime facior P of M, N
must be a factor of P— 1. Thus, if M {s prime, ¥ must divide M — 1.

Fast algorithms can be elaborated it N is a compaosite number, in particular,
if N is a power of 2. These algorithms are similar 1o those of the FFT:

N =2

The calculations to be performed in the transformation are considerably
simplified in the particular case when @ = 2.
Finally, an interesting choice for the modulus M is

M =22" 1

- . o
where M is prime. These are the Fermat numbers,
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A lransform based on the Fermat numbers is defined as foillows:

(1) Modulus M =23" 4 1;
(2} Order of Lhe transform: ¥ =2m*1!:
(3) Direct transform:

N-1
. XK= Y x(mos
r=0
{4) laverse transform:

N—1
)=(2) Y X()2™™ with r=2""'_ ;|
=0
Example: m=3,2"=8 M =257, N = [6,1=12.
This transform allows the calculation of convolu lions of real numbers, as
with the discrele Fourier transform, but with the following advantages.

(3) The result is obtained without approximation; .

(b) The operalions relate 1o real numbers;

{c) The calculation of the transform and jts inverse does not require any
multipfication. The only multiplications which remain are in (he teansformed
space.

This technique does, nevertheless, have some significant limitations. As the
calculations are exact, the modulus A should be sufliciently targe, resulting in

-numbers which are long.

The relations between the parameters M and N given above require that the
calculations arc carried out with 2 number of bits B of the order of N/2. That
is, the number of terms in the convolution is approximately (wice the number
of bits of data in the calculation. The application is consequently restricted to
convolulions which contain a small number of terms.

The field for the applicalion of number theorelic transforms can be widened,
by employing numbers other than the Fermat numbers, or by treating the
convolutions with many terms as twao dimensional convolutions (14). Relerence
{15] describes a practical example.
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EXERCISES

"1 Find the Kronecker product A x {; for the matrix 4 such thal:

A U_Hn.. n.uw
43, 83
and the wnit maltrix 7, of dimension 3.
¢ Find the product I; x 4 and corapare il with the above.

Z By taking square matrices of dimension 2, verily the properties of the Kronecker
praducts given in Section 3.1.

3 Give the Jactorizations of the malrix of a DFT of order 64 on base 2, base 4, ond base
B, following the procedure given in Section 3.2,

Caleulate the required number of multiplicaiions for each of these Ihree cases and
comgare the resulls.

4 Using the decimation-in-time approach, factorize the matrix of the DFT of order 12,
What is the minimum aumber of multiplication and additions required? Write a computer
program for the calculation.

S Factorize the matrix of a DFT of order 16 on base 2 for the fallowing two cases:

(2) When the data appear 3t both input and output in nalusal order,
(b) When the stages in the calculation are tdentical,

For the latter case, devise an implementaiion scheme involving (he use of shifl repisters
as memorics.

€ Calevlate 2 discrete Fourier transform of order 16 relating o real daia,
Give the atgorithm which uses a DFT of order 8 for this caleulation.
Give the algorithm based on the odd DFT. :
Compare these algorithms and the numbers of aperations.

TN e AN e -
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EYERCISES 27

7 Caleukte a DFT of order 12 by using a factorization of the {ype given in Section 3.6
and with the gitven permutations for the duta,
Evatuate the number of operations and compaze it with the values found in Exercise 4.

8 To perform a cireular convoluion of ihe Wwosels x=(2, —2,1,0) and h =({,2,0,0) 4
number-theoresic transform of modulus Af = 17 and coefficient « = 4 s used,

A3 N'=4, verily that & = 1. Give the matrices of the transformation aand the invecse
transformation, Prove that the desired result is the set p=(2,2, —3,2).
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Personal testimony regarding EP 0 649 578

In the time from January 1 1988 to March 31% 1997 I was employed et Bang & Olufsen, Struer, Denmark as a
Research Engineer.

One day in the beginning of this period we had & visit from Peter Single, then Technical Director of Austek
Microsystems Pty. Inc. I still have his business card.

M. Single demonstrated a Fast Convolution box besed on the newly developed Austek A41102 FDP Frequency
Domain Processor Chip. The box wes capable of real-time FIR filtering of digital audio from a CD player (44.1
kHz samplingrate) with very long impulse responses, 32K (l.e. 32768) taps or more,

I think he had visited Aalborg University in the morning and came to see us after Junch. Associate Professor Sofus
B, Nielsen ét Aealborg University has confirmed having received a visitor from Austek giving the same
demonstration. This was in 1989, as the visitor - probably Mr. Single - was on his way back from the 87° AES
Conventlon in New York, where a paper (AES Preprint 2830) by Peter-Single and David McGrath was indeed
presented, The paper's title was “Implementation of a 32768-Tap FIR Filter Ustng Real-Ttme Fast Convolution”, 1
seem to remember that we had a laugh at B&O about Australia being so far away, that Denmark was “on the way
home” from New York, :

Present at the meeting at B&O (probably in October 1989) wers my colleagues Erik Serensen and Henrik Floe
Mikkelson, Today Henrlk is Senior DSP Technology Manager at B&O and Erik is IT Manager at Struer
Ervervgskole (Technical School) in Struer, Denmark. ‘

The Austek demonstration went well, and we were all duly impressed, elthough the filtering algorithm suffered
from a substantial lateney (input-output delay) of more than a second. We couldn't help thinking about how to
reduce this latency problem,

As the meeting was drawing 1o an end (I think we had actually left the meeting room, waiting for & taxi to coms
and pick up Mr. Single), Erik Sorensen had got an Idea: If you start a number of different-sized fast convolution
filters in paralle] and add up their outputs, the small ones can reproducs the start of the composite impulse responsa
with low latency giving the larger ones time 10 produce their later parts of the compesits impulse response. I
distinctly remember Erik explaining the idea to Mr. Single. The meeting Was not under NDA, it was a normel
product demonstration visit (I believe the convolution box was sold for USD 10,000).

Austek became Lake DSP which became Lake Technology Ltd. all with David McGrath as a primary mover on the
technology side. Mr, McGrath filed the patent application EP 0 649 578 for the Low-Latency Fast Convolution
Algorithm In 1993. T have often been thinking - with regret - that it is really Erik's old idea that they are now

trying to make the world pay them for. , . :

Risskov Denmark February 16* 2004
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